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Preface

Welcome to the 2013 Report of the Physics Institutes of the Universität Leipzig. We like to present to you an interesting overview of our research activities. We have enjoyed scientific interaction with colleagues and partners worldwide and are grateful to our guests for enriching our academic year with their contributions in the colloquium and within the work groups.

In January Prof. Jan Meijer has started as head of the nuclear solid state physics group in the Institute for Experimental Physics II. He is renown for high precision implantation of single ions and the creation and investigation of NV centers in diamond. He will expand activities with the LIPSION ion accelerator and also closely cooperate with the Leibniz Institute for Surface Modification (IOM). Prof. Dr. Alois Würger from the Université Bordeaux I in France has been awarded with the Leibniz professorship of the Universität Leipzig and has joined the faculty from April to July 2013 working on the theory of non-equilibrium colloidal transport in solution. In spring 2013 Prof. Josef Käs turned down the offer of a W3 professorship at the Westfälische Wilhelms-Universität Münster. In fall, Prof. Jürgen Haase was reelected as dean of the faculty and Prof. Marius Grundmann was elected as vice dean for research.

The 5th International Conference "Diffusion Fundamentals" was held at the Universität Leipzig for four days in August. This conference involving more than 130 scientists from all over the world was organized as a highlight of the second funding period by researchers of the Saxonian Research Unit 877 "From Local Constraints to Macroscopic Transport" (Prof. Cichos, Prof. Kroy, Prof. Kärger and Dipl.-Phys. Andrea Kramer). More than 20 renowned speakers and almost 100 scientific posters focused on interdisciplinary diffusion related research with highlights from single particle and single molecules tracking experiments in material science and biology as well as new concepts of artificial self-propelled machines.

In October the 4th "Physics of Cancer" symposium took place in Leipzig. The symposium was organized by Prof. Käs and Prof. Mierke from the Institute of Experimental Physics I, Prof. Valerie Weaver, University of California, USA and Prof. Harald Herrmann, German Cancer Research Center. Around 100 scientists from worldwide pioneering groups of many different countries such as the USA, England, France and Japan participated in the symposium and discussed recent progress in the field of cancer research and physical mechanisms underlying cancer progression.

The BuildMoNa 2013 minisymposium and FAHL Academia "Quantum Structures for Energy Applications" was covering topics which are researched in the ESF-funded Young Researcher Group "Effiziente Energienutzung: Neue Konzepte und Materialien". Together with Prof. Orrit (Leiden/Netherlands) and Prof. Barrat (Grenoble/France), Prof. Cichos continued the very successful 2012 BuildMoNa minisymposium on "Hot
Nanostructures” as a one week workshop in October at the Lorentz Center at the University of Leiden. About 60 international participants discussed the newly developing field involving nano-optics, plasmonics, heat generation and transport as well thermodynamics in temperature gradients.

At the end of November the traditional 14th International Workshop on ”Recent Developments in Computational Physics” (CompPhys13) organized by Prof. Janke took place in Leipzig. Around 60 scientists from over 10 different countries exchanged ideas and discussed recent progress in several fields of computational physics.

Work in the newly established BMBF-funded VIP project transMEda ("Transparent MESFET for digital applications") has started in fall of 2013. Also the EU-funded (FP7) project piezoMAT ("High-resolution fingerprint sensing with vertical Piezoelectric nanowire MATrices") started in which ZnO nanowire arrays are developed by the semiconductor physics group within an international consortium lead by CEA, Grenoble. The International Graduate College “Statistical Physics of Complex Systems” funded by the Deutsch-Französische Hochschule (DFH-UFA) and run by the computational physics group has successfully been renewed in 2013 and commenced its third funding period in January 2014. Besides the main partner Université de Lorraine in Nancy, France, now also Coventry University, UK, and the Institute for Condensed Matter Physis of the National Academy of Sciences of Ukraine in Lviv, Ukraine, participate as associated partners. Work has successfully continued in the Centers of Excellence (Sonderforschungsbereiche) SFB 762 "Functionality of Oxide Interfaces" and SFB TRR 102 "Polymers under multiple constraints: restricted and controlled molecular order and mobility" and DFG research units.

The 2013 Katharina-Windscheid Prize of the Research Academy Leipzig for an outstanding thesis was awarded to Dr. Helena Franke for her work on the ballistic propagation of exciton-polariton condensates in ZnO-based microcavities.

The extent of our activities is only possible with the generous support from various funding agencies for which we are very grateful and which is individually acknowledged in the brief reports.

Leipzig,
June 2014

M. Grundmann
W. Janke
J. Käs
Directors
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2 Molecular Nano-Photonics

2.1 Introduction

The challenge of experimental physics on the nanoscale is to access local phenomena, that occur for example at interfaces, at specific molecular sites or at certain places within nano-structured materials. These local phenomena may control molecular dynamics, drive self-organization, cause charge separation or alter light propagation. Their importance extends to almost every field involved in future nanotechnology. The research of the molecular nano-photonics group thus aims at the development and application of optical techniques to access nanoscale (dynamical) processes in various fields such as chemical physics, biology or semiconductor physics. The understanding of these dynamical processes shall ultimately lead to a control over single molecules and other nano-objects by applying heat, flow, shear forces, electric fields or current.

The main experimental tool within our research is optical single molecule detection by ultra-sensitive microscopic techniques including time-resolved confocal microscopy, wide-field fluorescence or photothermal microscopy. Single molecules, semiconductor quantum dots or single metallic nanoparticles provide ideal local probes to access nanoscale physical properties inside materials while keeping the information on the heterogeneity of the system. Using these techniques recent projects focused on the

- Thermally propelled particles and micromachines
- Transmission Microscopy of Rayleigh- and Mie-Particles
- Heat conduction at the nanoscale
- Electrochemical manipulation of the emission of colloidal semiconductor nano-crystals
- Angle resolved spectroscopy of photonic crystals

During the year 2013 the Molecular Nanophotonics Group has celebrated a number of achievements. Among them are:

- Prof. Dr. Alois Würger has been a guest in the group and was awarded with Leibniz professorship at the university. Prof. Würger has worked during his stay
in Leipzig on the theory of self-propelled artificial microswimmers. The collaboration with Prof. Würger resulted in a joint project application at DFG and its French partner agency ANR, which has been accepted at the end of 2013.

- The group has actively taken part in the organization of two international conferences, the 5th International Conference "Diffusion Fundamentals" at the Universität Leipzig from the 26th to 29th of August and the second symposium on "Hot Nanostructures" from 21st - 25th October at the Lorentz Center at the University of Leiden.

- Several group members have been awarded with poster prizes at international conferences and published research in high impact factor peer-reviewed journals.

Collaborations with the group of Prof. Dr. Klaus Kroy (Universität Leipzig), Prof. Dr. Michael Mertig (TU Dresden) and Prof. Dr. Haw Yang (Princeton University) have been very fruitful. Collaborative measurements with the groups of Prof. Dr. Friedrich Kremer and Prof. Dr. Marius Grundmann have been carried out.

Frank Cichos

2.2 Stochastic Localization by Photon Nudging

A. Bregulla, F. Cichos

Temperature gradients along the surface of micro- and nanoparticles in solution cause an interfacial liquid flow, which leads to a phoretic motion of particles. Such temperature gradients can either be created externally by heat sources or by the particle itself. The latter case has been explored in this project by coating polystyrene particles partly with a thin gold layer (so called Janus particles). This thin gold layer can be heated optically via its plasmon resonance. It has been shown in previous experiments by the group, that this temperature gradient leads to a self-propelled motion of the particles with a velocity of several micrometers per second. The particle moves with the uncoated side forward but its motion is randomized by rotational diffusion. In collaboration with the group of Prof. Haw Yang at the Princeton University, we have demonstrated that a simple optical feedback mechanism can be applied to exploit the rotational diffusion to trap or steer the particles in solution without optical gradient forces. This feedback mechanism is termed photon nudging and analyzes the orientation and position of a Janus particle in real time. If the particle direction is pointing towards a target, a laser is switched on to drive the self-propelled motion towards the target. Thus the rotational diffusion is used to stochastically drive the particle at the right times. Thereby, trapping and steering have been achieved (see Figure 2.1). The localization accuracy achieved is about the particle diameter and scales with the particle radius. Thus it shall be possible to achieve even better localization accuracies for smaller particles. This is a considerable advantage as compared to optical tweezers, since they require extremely high trapping intensities for small particles. This method is extendable to multiple particles which can be steered simultaneously on individual trajectories. In summary, this switchable self-propelled motion of Janus particles delivers new ways to control particle motion by feedback mechanisms. Thus new studies of the interaction and dynamics of swarming particles will become possible.
Figure 2.1: a) Principle of the Janus particle steering. The particle position and orientation is analyzed in real time. If the particle orientation points towards the target, the gold cap of the particle is heated to cause a directed motion. b) (left) Representative experimental time trace showing the stochastic heating periods (blue bars) and the distance from the target (black line) for a Janus particle with a radius of $R=0.625$ $\mu$m.

2.3 Thermophoretic Trapping of Single Nano-Objects

M. Braun, F. Cichos

The manipulation and trapping of nano-objects that undergo Brownian motion are of increasing interest in soft-matter sciences. Optical tweezing is the most common technique for the trapping of individual particles in solution and is based on the optical gradient force. Hence, a sufficiently high polarizability of the particle in the solution is required. While it is thus easy to trap single dielectric particles larger than 100 nm, a trapping of smaller objects such as single molecules by means of optical forces can hardly be realized. Molecular trapping can be achieved e.g. by a technique called Anti-Brownian Electrokinetic trap (ABEL trap), which exploits the feedback controlled electric field of four electrodes. However, the latter technique requires electrical contacts, which introduce difficulties when fabricating multiple traps. In this project we have develop an all-optical technique which replaces the electric fields by highly localized thermal fields. The so-called thermophoretic trap exploits thermophoretic interactions of a particle placed in a temperature gradient in solution, which locally distorts the screening of the surface charges and by that induces a particle drift. In our approach, the temperature field is generated by an optically heated gold nanostructure. Due to the small dimensions of the heat sources, even a small temperature increase introduces large temperature gradients causing a strong thermophoretic drift through which the motion of a diffusing particle can be manipulated.

To realize this trap, a circular hole in a gold film ($\sim 8$ nm in diameter and 50 nm in height) is manufactured by microsphere lithography, where gold is thermally evaporated onto a monolayer of polystyrene microspheres, which are later removed by sonification.
Colloidal nano-particles, which are carrying our 2-dimensional Brownian motion are then confined between a cover slide carrying the gold array and a blank cover slide. By means of a resonant focussed laser beam the circumference of the gold structure is heated, resulting in a strongly localized temperature field and steep temperature gradients. By tracking the colloidal particles position in real-time, a temperature field can be generated at an appropriate position to drive the particle in a particular direction by thermophoretic interaction (see Fig. 2.2a). Doing so enables a restriction of the Brownian motion of a particle to a small trapping region as shown in Fig. 2.2b. The temperature gradient induces a thermophoretic drift of the particle in radial direction, see Fig. 2.2d, which increases with increasing heating power. Hence, the strength of the confinement can be adjusted by the heating beam intensity (Fig. 2.2c). By an active feed-back, the particle can be steered within the sample region (Fig. 2.2e) or the trapping potential can be shaped in an arbitrary way, e.g. a 2D-box potential (Fig. 2.2f). This new all-optical technique for the manipulation of nano-objects enables long-time observations of not only single but also multiple nano-objects without applying strong optical or electric fields.

2.4 Transmission Microscopy of Rayleigh/Mie-Particles

M. Selmke, I. Neugebauer, F. Cichos
Transmission microscopy [1] represents a sensitive method to detect [2] and characterize single nano-particles. A laser beam which is focused onto a particle induces a scattered field which interferes with the beam field in its propagation direction. The far-field detected transmission under this seemingly simple situation of interference exhibits a rich phenomenology. We have studied these energy-redistribution and absorption characteristics for Rayleigh- as well as for arbitrarily sized Mie-scatterers [3].

Figure 2.3: Left plot-group) Theoretical relative transmission signals \( \Delta P_d/P_d \) (red: negative, blue: positive). \( \Re (A_x) \) determines absorptive signals, \( \Im (A_x) \) determines pure interference signals. Right plot-group) Measured transmission for a \( R = 30 \text{ nm} \) gold nanoparticle using a resonant \( \lambda = 532 \text{ nm} \) laser (right column) and a \( R = 100 \text{ nm} \) PS sphere using \( \lambda = 635 \text{ nm} \), both in PDMS. The imaging system consists of an afocal system comprised of a \( \text{NA}_{\text{ill}} = 1.4 \) and a \( \text{NA}_{d} = 1.3 \) oil immersion objective for focusing and detection, respectively. The collection domain was varied using a variable iris aperture before the recording photodiode.

Starting with the generalized Lorenz-Mie theory for vectorial scattering by spherical particles, we were able to explicitly relate the particle’s complex-valued polarizability \( \alpha \) to the relative change in the transmitted power, \( \Delta P_d/P_d \), for focused Gaussian beams. The signal has two contributions, one of which is related to the real part of the polarizability, and another one which is related to the imaginary part and therefore associated with absorption. These universal features sensitively depend on the particles position relative to the focus and the fraction of the light which is collected, i.e. the ratio of the collection angle to the illuminating beam’s angle of divergence, \( \theta_{\text{max}}/\theta_{\text{div}} \). Figure 2.3 shows a comparison of the predicted patterns \( \Delta P_d(x,z) \propto \Im (\alpha) \Re (A_x) + \Re (\alpha) \Im (A_x) \) along with experimental scans of gold and polystyrene particles, representative of particles whose polarizability is primarily imaginary- or real-valued at the chosen wavelengths. The coordinates correspond to particle displacements along and perpendicular to the optical axis. An interactive tool which visualizes such scans for arbitrary Rayleigh particles can be found on the group’s homepage.

Not only the patterns, but also their amplitudes depend on the collection angle. While absorption measurements require a large collection angle, the maximum relative transmission change for dielectric particles occurs at low collection angles and vanishes for
angles exceeding $2\theta_{\text{div}}$. Understanding the characteristics of energy redistribution and absorption is thus useful for signal optimization as well as for quantitative particle and beam characterization.


2.5 Heat conduction on the nanoscale

A. Heber, M. Selmke, F. Cichos

The general principle behind the measurements of thermal diffusivities $\kappa$ is to heat an area and measure how the temperature around that area evolves. In most schemes physical contact to the sample is required. We have realised a contact free measurement of thermal diffusivity measurements using photothermal microscopy. Photothermal microscopy is a technique that images nano-objects and molecules absorbing light and relaxing non-radiatively. Therefore the temperature of the nanoparticle is increased and a temperature around the particle is established. Due to thermal expansion the refractive index is lower in proportionality to the temperature increase. The changes of the optical properties are detected by a second laser beam. A heterodyne detection

![Figure 2.4:](image_url)

a) Modulation amplitude (black) and phase delay (red) are plotted against the frequency. Experimental (circles) and numerical data (solid lines) agree very well in their dependence on frequency. The comparison gives a thermal diffusivity of $(1.3 \pm 0.1) \cdot 10^{-7}$ ms$^{-2}$. b) The nano-particles are diffusing freely. Whenever a nano-particle passes the laser foci signal burst are recorded with an in phase and out-of-phase response.
scheme is used to make these small changes of the optical properties visible. Due to the lock-in detection scheme the heating laser is modulated which results in the emission of thermal waves. Thermal waves are critically damped oscillations that are characterised by the thermal diffusion length \( R_{th} = \sqrt{\kappa/\pi f} \).

If the heating laser is modulated at frequencies of more than \( f = 100 \text{ kHz} \) the signal of the detection laser gets delayed with respect to the heating laser. In particular it is observed in the experiments that the modulation amplitude of the detection signal decreases and phase delay increases as the modulation frequency is increased. The thermal diffusivity is determined from the comparison of numerical scattering calculations and experiments. The values determined by photothermal microscopy agree very well with laser flash measurements if the features of the laser beam are modeled in detail. It was also shown that photothermal microscopy is able to measure thermal diffusivities in liquids. Here the nanoparticles diffuse freely and pass the laser foci only from time to time. These events are recorded as signal bursts. These bursts also have a well defined phase. From a large number of events histograms are created to determine the phase of the signal bursts. Comparing experimentally determined phase and calculation also gives the thermal diffusivity.

### 2.6 Electrochemical Manipulation of CdSe/ZnS Quantum Dots

N. Amecke, D. Plotzki, F. Cichos

CdSe/ZnS semiconductor quantum dots (QDs) are very efficient, photostable, wavelength-tunable sources of light in the visible range. They show interrupted emission (blinking) with spectral diffusion and fluctuating lifetime. Those interruptions and shifts are generally assumed to originate from charge tunneling in and out of the QD core or simply residing and diffusing in its close vicinity. They can lead to non-radiative exciton decay channels (e.g. Auger processes or trap assisted decay) and transition energy shifts (Stark effect). However, which charge - electron or hole - is more likely to be ejected and if this is really what intermittently quenches the fluorescence, still needs to be determined. The reversible luminescence decrease of QD ensembles under illumination stresses the importance of excited carriers in the blinking process. This research project is devoted to the study of CdSe/ZnS QDs with externally injected and extracted charges. For this purpose we have constructed an electrochemical cell with a transparent thin electrode, which consists of an ITO coated glass cover slip with a 20 nm ZnO spacer deposited in the HLP group. Ensemble or single QD concentrations where spin coated on the electrode to be investigated with a confocal microscope while its potential is varied. We find high luminescence only at a preferred potential region just below the conduction band (CB) edge, see Fig. 2.5 a). At more negative potentials, electrons are injected in the CB and the fluorescence is quenched due to Auger processes. Electron extraction from the valence band (VB) is not observed. Instead decreasing mid-gap potentials quench luminescence. Electron injection into the CB proceeds equally well in the dark, as shown in 2.5 b). Mid-gap potentials only quench luminescence under excitation, see 2.5 c). This strongly supports the presence of accessible electron trap states within the band gap. When the electron is trapped, residing holes can either
Figure 2.5: a) Intensity vs. voltage of a QD-film on a ZnO/ITO electrode detected in a triangular voltage scan at scan rate 10 mV/s. Arrows indicate scan direction. Expected QD-conduction (CB) and valence band (VB) are indicated. b) Excitation dependence of electron injection into the conduction band. c) Excitation dependence of quenching at mid-gap potentials. Excitation is blocked where the intensity falls below 1 kcps.

lead to Auger quenching themselves or induce non-radiative recombination centers at the interface or surface. Excitation induced QD quenching is also observed in blinking statistics. We thus find strong evidence for a connection of blinking with electron tunneling to trap states.

2.7 Fast Detection of Photonic Stop Bands by Back Focal Plane Imaging

R. Wagner, F. Cichos

Photonic Crystals (PCs) consist of dielectric particles with a size in the range of the wavelength of visible light. These particles are arranged in a crystal lattice. The periodic variation of the dielectric constant leads to the formation of a photonic band structure that can also contain stop bands. The stop bands inhibit the propagation of light with a certain wavelength for some directions in the PC. The dependence of the stop band position on wavelength and direction can for instance be probed by angle dependent fluorescence spectroscopy. Typically, this requires a movement of the detector for every measurement, which is time consuming. Another challenge is to ensure, that light from the same sample volume is probed for every direction.

We developed a method that detects the fluorescence intensity at a fixed wavelength for many directions in a single measurement (Fig. 2.6).[1] The fluorescence from the sample is collected by a microscope objective lens. All light that was emitted into the same direction is focused into one point in the objective’s back focal plane (BFP). Every point in the BFP therefore corresponds to a certain emission direction. The distance \( r \) of this point from the optical axis is related to the emission angle \( \theta_0 \) by the Abbe sine condition

\[
\sin(\theta_0) = \frac{r \cdot NA}{r_{\text{max}} n_0}
\]

where \( NA \) is the numerical apertuer of the objective, \( r_{\text{max}} \) the maximum radius of the BFP and \( n_0 \) the effective refractive index of the PC. The BFP is imaged onto a camera
chip, where the intensity emitted into the different directions can be observed. Bandpass filters are applied to achieve spectral resolution.

This method was applied to PCs created by self-assembly of polystyrene beads with diameters between 260 nm and 498 nm. They form a close packed fcc lattice. The fluorescence of the polystyrene beads was excited locally by a focused laser. Using different combinations of bead diameters $d$ and bandpass transmission wavelength $\lambda$, BFP images can be recorded for various reduced frequencies $\tilde{F} = \sqrt{2d/\lambda}$. Fig. 2.7 shows some examples of the observed patterns. The stop bands are visible as dark rings and ring sections, since less light is emitted into the corresponding directions. Obviously the radius of these rings grows with increasing frequency as expected from theory.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\tilde{F} & d & \lambda & \tilde{F} & d & \lambda \\
0.615 & 260 & 590 & 0.624 & 320 & 705 \\
0.642 & 260 & 565 & 0.719 & 300 & 590 \\
0.624 & 320 & 705 & 1.083 & 460 & 590 \\
\hline
\end{array}
\]

Figure 2.7: BFP images for different frequencies $\tilde{F}$ measured on PCs with bead diameter $d$. Various bandpass filters, transmitting at wavelength $\lambda$, are used. Stop bands appear as dark rings or ring sections. The lines indicate their theoretical positions. The different lattice plane families causing the stop bands are represented by different colors (red: (111), green: (200), blue: (220)).


2.8 Heterogeneous Single Molecule Dynamics in Polymers near $T_g$

S. Adhikari, F. Cichos

The dynamics in polymers close to the glass transition temperature ($T_g$) becomes drastically slow and deviates from homogeneous liquid behavior such as non-Arrhenius temperature dependence and non-exponential relaxation. Recently, single molecule experiments in polymers have shown that the dynamics of a single probe molecule is
both spatially and temporally heterogeneous. The understanding of heterogeneous dynamics in polymers is expected to provide detailed insight into the glass transition phenomenon. The heterogeneous dynamics in the polymers poly (methyl acrylate)

Figure 2.8: a) A sketch of polymer near T_g is shown. SM linear dichroism (LD) and SM-FRET methods are used to study heterogeneous dynamics in polymers. b) SM results from rotational studies in PMA using LD method are shown. (top left) The intensities in two polarization channels (black and red lines) fluctuate due to the rotational diffusion of the transition dipole of a single molecule. (top right) The autocorrelation of the linear dichroism calculated from intensity traces shown in the left is well fitted by a stretched exponential. (bottom left) The rotational times are log-normally distributed and mean rotational times closely follow the temperature dependence predicted by the Debye-Stokes-Einstein (DSE) relation using the polymer’s bulk viscosity. (bottom right) A Gaussian distribution of stretching exponents are shown at temperature of 301 K.

(PMA) and poly (vinyl acetate) (PVAc) have been studied close to their glass transition temperatures (T_g) using single molecule (SM) techniques. The SM linear dichroism (LD) method has been applied to study diffusive rotational dynamics of single perylene-dimide (PDI) dye molecules over an extended temperature range of 10K. The autocorrelation function of the fluctuating LD of a single PDI molecule is found to be described well by a stretched exponential relaxation. Rotational times (τ) and stretching exponents (β) are broadly distributed at each temperature. The stretched exponential LD autocorrelation decay implies that the dynamics of a single PDI molecule is temporally heterogeneous. All SM results are discussed using a simple model of dynamical heterogeneity based on a Gaussian distribution of activation energies. SM results are compared to the results from dielectric experiments and viscosity data. The mean rotational times follow the Debye-Stokes-Einstein (DSE) relation using the bulk polymer viscosity but decouple from segmental motions. Further information on the heterogeneous dynamics is expected from an extension of two-point nanorheology to single molecule optical studies based on fluorescence resonance energy transfer (FRET). We have therefore synthesized a dual dye-labeled (Alexa 488 and Alexa 594) polystyrene polymer. A very high energy transfer efficiency (0.7) is observed in solution.
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Molecular Physics

3.1 Introduction

Science has a sportive component as well. One may for instance raise the question: is it possible to measure the molecular dynamics of isolated condensed polymer chains? The answer is yes. By employing nanostructured electrode arrangements - developed in collaboration with Dr. M. Reiche from the Max-Planck-Institute for Microstructure Physics in Halle - combined with Broadband Dielectric Spectroscopy (BDS), M. Tress et al. (M. Tress et al., Science 2013) manage to prove that even nanodroplets, so small that they contain on average just a single polymer chain, show a molecular dynamics which is well comparable to that of the bulk liquid. This fits with the findings from a multitude of experiments which were carried out on nanometric thin polymer layers in recent years. Additionally, combined studies of intra- and intermolecular dynamics in the course of the dynamic glass transition turned out to be very fruitful; detailed molecular understanding far beyond the existing coarse-grained descriptions was realized. The optical tweezers’ activities are currently focused on dynamic force spectroscopy of single receptor ligand binding events. This has delivered detailed insights for the example a synthetic tau-peptide and phosphorylation-specific monoclonal antibodies.

Friedrich Kremer

3.2 Glassy dynamics of condensed isolated polymer coils


*Max-Planck-Institute for Microstructures, Weinberg 2, 06120 Halle (Saale)

The glassy dynamics of condensed isolated poly(2-vinylpyridine) (P2VP) polymer chains is studied by means of Broadband Dielectric Spectroscopy (BDS).[1] For this purpose, a recently developed nano-structured electrode arrangement is refined to achieve an electrode-to-electrode distance of only 35 nm (Sec. 3.3). The polymer coils are deposited on highly conductive silicon electrodes, a subsequent annealing removed the solvent. Atomic Force Microscopy (AFM) scans of the identical samples reveal that the mean volume of the coils resembles that calculated for a single chain. ∼ 30 % of the
segments directly contact the substrate (Fig. 3.1) which are hence expected to exhibit traces of interfacial interaction.

![AFM image](image)

**Figure 3.1:** a) AFM image of isolated P2VP chains in a condensed coil conformation on silica. b) and c) show enlargements of two of these coils with colored lines indicating the traces of the height profiles taken for further analysis. d) depicts these profiles (in the same color as the respective line in b and c) along with the mean (black line) and the volume fraction of the segments which are in direct contact with the substrate (orange and pink area).

The BDS measurements show, that even isolated condensed polymer chains exhibit glassy dynamics. Further, the mean relaxation time corresponds to the bulk (Fig. 3.2). This demonstrates that glassy dynamics relies on fluctuations of 2-3 segments[2], a unit much smaller than the coil (which is in accord with results from thin layers[3–5]). An extensive analysis of the relaxation time distribution reveals a broadening at lower frequencies: 12 % of the mobile segments are slower than in bulk. The mismatch by a factor of ~ 2 with the fraction of segments directly contacting the interface is due to the fact that only half of the latter establish bonds with the substrate surface (Sec. 3.10).

Figure 3.2: Mean relaxation time of segmental motion vs. inverse temperature for P2VP bulk, semi-isolated and isolated condensed polymer chains of different molecular weight as indicated. Inset: loss spectra corrected for artificial contributions (conductivity and wafer resistance) and normalized with respect to the peak maximum. Scheme: comparing dimensions of a single polymer chain and intrinsic length scale of glassy dynamics.

3.3 Nano-structured electrode arrangements

M. Treß, E.U. Mapesa, M. Reiche∗, F. Kremer

∗Max-Planck-Institute for Microstructures, Weinberg 2, 06120 Halle (Saale)

To investigate thin polymeric layers by means of Broadband Dielectric Spectroscopy, recently, an arrangement of highly conductive silicon electrodes covered with insulating silica nano-structures as spacers has been developed.[1] This approach enabled to examine the glassy dynamics of thin polymer layers with a free upper interface[2–5] and even isolated condensed polymer coils[6]. To analyze results obtained with this technique in detail, the consideration of all components in-between the electrodes is required which can be done in terms of equivalent circuits. Since several descriptions are possible, four different models are tested (Fig. 3.3).

Employing fit functions of these models to an exemplary data set of a thin polymer layer (where only selected parameters are free) reveals that all four circuits can similarly describe the data (Fig. 3.4). While for some quantities, like the dielectric strength of the polymer, the results are subject to large variation, others, like mean relaxation rate and broadening of the relaxation peak, do not depend on the model and can therefore be reliably deduced.

3.4 Molecular dynamics of poly(cis-1,4-isoprene) in 1- and 2-D confinement

E.U. Mapesa, L. Popp, M. Treß, M. Reiche*, F. Kremer,

*Max-Planck-Institute for Microstructures, Weinberg 2, 06120 Halle (Saale)

Poly(cis-1,4-isoprene) (cis-PI) belongs to the so-called Type A polymers which have a non-zero component of the dipole moment along the chain direction. It is therefore an apt candidate for studying - by Broadband Dielectric Spectroscopy - the dynamics of the molecule under conditions of geometrical confinement. This is due to the fact that two distinct relaxation processes occurring at different length scales can be probed: the segmental motion which involves structures of about one nanometer in size and the normal mode which represents the fluctuation of the end-to-end vector[1]. We have taken advantage of this and studied cis-PI in the 1-dimensional confinement of ultra-
Figure 3.4: a) Permittivity and b) loss spectra of a 30-nm-thin polymer layer in the nanostructured electrode arrangement at a temperature of 400 K and fits according to the four equivalent circuits as indicated. Insets: permittivity and loss spectra of bulk ($T = 400$ K).

thin layers[2] as well as the 2-D confining space of uni-directional Anodic Aluminium Oxide (AAO) membranes[3].

It is observed (Fig. 3.5) that: (i) the mean spectral position of the segmental mode remains unchanged, when 1- and 2-D confined systems are compared to bulk data; (ii) the segmental mode is broadened in the AAO nanopore matrix, a phenomenon not observed for 1-D confinement; (iii) the broadening of the segmental mode is pore-size dependent (inset-Fig. 3.5); and (iv) the (remaining) normal mode (referred to as the terminal subchain mode,) becomes faster with reducing pore diameter.


3.5 Molecular dynamics of PMPS in 1D & 2D geometrical confinements - a comparison

W.K. Kipnusu, E.U. Mapesa, F. Kremer
Broadband Dielectric Spectroscopy (BDS) is employed to study molecular dynamics of polymethylphenylsiloxane (PMPS) in 1D and 2-D geometrical constraints. The $\alpha$-relaxation (segmental mode) of PMPS under the former confinement of thin films down to thickness of 4 nm remain bulk like while in the later, (PMPS infiltrated in uni-directional nanopores) $\alpha$-relaxation increases with decreasing pore sizes ($8-4$ nm) when approaching the calorimetric glass transition. (Fig. 3.6a & b) This is ascribed to the reduced density of the molecules contained in nanopores. Additionally, a slower surface induced mode is observed for both 1D and 2D confined molecules which is removed after silanization of the pores (Fig. 3.6a) leading to a slight reduction in structural dynamics (Fig. 3.6b). This proves the counter balance between surface and...
confinement effects as well as the impact of dimensionally of confinement.

Figure 3.6: (a) Dielectric loss spectra normalized with respect to the maxima of structural relaxation peaks of PMPS: bulk (filled squares), confined in native silica nanopores (open symbols), and coated pores (crossed symbols), PMPS in thin films (half-filled symbols). (b) Activation plots of 1 and 2-D confined PMPS: bulk (open squares), thin films (half-filled symbols), native nanoporous silica (open symbols) and coated pores (crossed symbols). Solid lines are VFT fits.


3.6 Molecular Order and Dynamics of Nanometric Thin Layers of Poly(styrene-b-1,4 isoprene) Diblock Copolymers


*Cornell University, Ithaca, New York 14853
†Technische Universität München, Arcisstraße 21, 80333 München

Order and dynamics of poly(styrene-block-isoprene-1.4), P(S-b-I) diblock copolymers in nanometer thin layers with different isoprene volume fraction (fPI) and identical molecular weight of the styrene blocks are studied by a combination of Grazing-Incidence Small-Angle X-ray Scattering (GISAXS), Atomic Force Microscopy (AFM) and Broadband Dielectric Spectroscopy (BDS). GISAXS and AFM reveal randomly oriented lamellar structures in the films and a parallel orientation at the top surface, respectively. Fig. 3.7 shows the GISAXS and BDS results for fPI = 0.55. From BDS, three well separated relaxation processes are detected, (i) and (ii) the dynamic glass transitions (segmental mode) in the styrene and isoprene blocks respectively and (iii) the normal mode relaxation representing fluctuations of the isoprene chain as a whole or parts of it.[1] While the two former do not show any thickness dependence in their spectral positions, the latter becomes faster with decreasing sample thickness.[2] This reflects the difference in the length-scale on which the molecular fluctuations take place.
Figure 3.7: 2D GISAXS images of P(S-b-I) films with $f_{PI} = 0.55$. (a-c) $\alpha_i = 0.14^\circ$ and (d-f) $\alpha_i = 0.09^\circ$ (g) activation plot for the relaxation processes in P(S-b-I). The film thicknesses are indicated.


3.7 Dynamics of Poly(2-Vinyl-Pyridine) polymer brushes

N. Neubauer, M. Treß, R. Winkler*, P. Uhlmann*, M. Reiche†, F. Kremer

* Leibniz-Institut für Polymerforschung Dresden e. V., Hohe Str. 6, 01069 Dresden
† Max-Planck-Institute for Microstructures, Weinberg 2, 06120 Halle (Saale)

A tethered polymer layer with a large grafting density is called a polymer brush. The polymer chains are stretched as the distance between grafting points is smaller than the size of the chains.[1] By means of Broadband Dielectric Spectroscopy (BDS)[2, 3] the dynamics of poly(2-vinylpyridine) (P2VP) polymer brushes are investigated. To graft the P2VP chains on a highly conductive silicon wafer, a two-step “grafting-to” preparation is applied. First, a thin layer (~ 2 nm) of PGMA ($M_n = 17.5$ kg/mol) is deposited from a 0.02% solution in chloroform. This layer of PGMA attached to the silicon wafer serves as an anchoring layer. Next, carboxyl terminated poly(2-vinylpyridine) (P2VP-COOH, $M_n = 40.6$ kg/mol) is spin-coated from a 1 % THF solution. After annealing and extraction a P2VP-brush with 7 – 8 nm thickness is formed, corresponding to a grafting density of about 0.1 chains/nm² and a distance between grafting points of approximately 3 nm (smaller than $R_g \sim 5$ nm). For the dielectric measurements a nanostructured electrode arrangement is used.[4, 5] Silica structures serve as spacers, leading to a distance of around 40 – 50 nm between the electrodes. First experiments show different relaxation modes. From 300 K to 400 K a weak relaxation from $10^3$ to $10^5$ Hz is observable, which is most likely a PGMA $\eta$-relaxation. At higher Temperatures (400 – 480 K) a stronger relaxation from $10^1$ to $10^3$ Hz appears, originating from the P2VP
brushes. It is not yet clear how this relaxation is related to the P2VP segmental mode. Further investigations have to be done to clearly identify and describe the behavior of these relaxation modes.

![Figure 3.8: Dielectric loss ($\epsilon''$) spectra of P2VP brushes. a) From 300 K to 370 K a weak relaxation mode, presumably a PGMA $\gamma$-relaxation, and b) from 400 K to 480 K a P2VP-relaxation mode is observed.]


3.8 Intra- and inter-molecular dynamics in the course of vitrification in organic glass forming materials

L. Popp, W. Kossack, M. Treß, W.K. Kipnusu, F. Kremer

The intra- and inter-molecular interactions of the organic glass forming model systems benzophenone, d-sorbitol and xylitol are studied by Fourier-Transform Infrared-(FTIR) and Broadband Dielectric Spectroscopy (BDS). By analyzing the temperature dependencies of specific IR absorption bands it is demonstrated that each molecular moiety in the glass-formers has its own signature in the course of the dynamic glass transition[1]: while some do not show any change at the calorimetric glass transition temperature others exhibit a pronounced kink. The effects cannot be attributed solely to the effect of a microscopic thermal expansion, but instead indicate gradual conformational changes[2]. The ease of application of this approach to a variety of systems in different geometries and external conditions can assist the modelling of glasses and the understanding of the coupling between the intra-and intermolecular interactions in the course of vitrification[3].

Figure 3.9: Comparison of the shift of specific IR vibrational modes and the intermolecular dynamics (from BDS) of benzophenone as a function of scaled temperature $T$ (with $T_g = 212$ K). The peak positions of the (a) hydrogen in-plane bending vibration $\delta_{ip}(H)$, the (b) aromatic carbon-carbon stretching vibration $\nu_{ar}(C=C)$, the (c) carbon-oxygen stretching vibration $\nu(C=O)$ and their corresponding oscillator strengths (d-f) as well as (g) the $\alpha$-relaxation rate and (h) the $\Delta\epsilon$ (from BDS) are shown.

3.9 Kinetics of mutarotation of fucose measured by Broad-band Dielectric Spectroscopy (BDS) and FTIR

W. Kossack, W.K. Kipnusu, K. Kaminski*, M. Paluch*, F. Kremer,

*Institute of Physics, University of Silesia, ul. Uniwersytecka 4, 40-007 Katowice, Poland

Cyclic sugars such as fucose but also glucose and fructose appear in different isomeric states, which are dynamically converted into each other (Fig 3.10a).[1] The equilibrium concentrations of these as well as the rates of conversion depend on temperature (Fig. 3.10b). In the IR fingerprint region vibrations are assigned specifically to the $\alpha$- and $\beta$-L-fucopyranose anomers.[2] Recording the height of these absorption bands when the sample is out of equilibrium, enables one to follow the equilibration of composition in time and determine the corresponding rates, $k$ (Fig. 3.10d,e). During this process the dielectrically observable $\alpha$-relaxation-time ($\tau_\alpha$) slows down by more than one decade (c).[3] The $k$’s obtained from FTIR and BDS for temperatures between 313 and 333 K follow an Arrhenius like activation (b) with different activation energies, $E_a$. Respectively, for $\alpha$- and $\beta$-fucopyranose an $E_a$ of 102 kJ/mol and 111 kJ/mol was obtained, whereas the rates obtained from $\tau_\alpha$ are much slower and exhibit a higher $E_a$ of $\sim$ 140 kJ/mol indicating a supramolecular origin of the shift of the $\alpha$-relaxation.

Figure 3.10: a): scheme of mutarotation, showing the transitional state (center) and the possible anomers; b) activation plot with rates determined from FTIR (hollow) for $\alpha$- (black) and $\beta$-fucopyranose (red) as well as from BDS (filled), Straight lines represent fits according to an Arrhenius dependence. Errorbars are drawn if not smaller than the symbol-size. c) normalized shift of the $\alpha$-relaxation upon time; d) and e) represent the growth of the integrated absorbance normalized to the value at the start of the experiment.


3.10 Specific surface interactions studied by FTIR


*Institute of Physics, University of Silesia, ul. Uniwersytecka 4, 40-007 Katowice, Poland

Fourier Transform Infrared Spectroscopy (FTIR) is a sensitive technique for specific intramolecular vibrations. If the intramolecular (or interatomic) potentials of a certain moiety are modified e.g. by an attractive interaction with a nearby surface, the vibrational frequencies of this group change. In nanoporous silica (pSiO) membranes the surface to volume ratio is extraordinarily high making them perfect model systems to study surface interactions (Fig. 3.11a).[1, 2]

Such interactions can be mediated by the OH terminated pore walls, and consequently strong changes of the OH stretching band (b) of ethylhexanol (ETHOH, a) are found when imbibed into pores. The removal of the surface hydroxyls (by silanization) leads to a scenario where confinement effects dominate, as the specific surface interaction is eliminated.
Interestingly, Poly-2-Vinyl-Pyridine (P2VP, inset in e) shows specific interactions of the ring with the surface hydroxyl as can be seen by the reduction in height of its stretching vibration (d) and the additional ring stretching band at $\sim 1600 \text{ cm}^{-1}$, found when P2VP is incorporated into the pSiO (e).[3]

Figure 3.11: a) and inset in e) chemical structure of ETHOH and P2VP; b) IR spectra of bulk ETHOH (black) and in pSiO (blue) and silanized pSiO; Due to confinement bands ii and iii are found, whereas the the surface interaction leads to iv and v. c) scheme of a single pore, with an estimated 0.5 nm thick surface layer; d) reduction in pSiO OH stretching due to interactions with P2VP; e) additional band (dashed) originating from interactions of the pyridine ring with surface hydroxyls. The bulk spectrum (black solid) is shifted (dotted) to accommodate for density and polarity effects. In d) and e) the red and blue lines represent IR spectra of empty and P2VP filled pSiO, the geometry of the vibrations is shown in the insets.


3.11 Intra- and intermolecular dynamics in organic glass-forming liquids

W. Kossack, K.-B. Suttner, F. Kremer

The intra and inter molecular dynamics of organic, glass forming molecular liquids is studied by Fourier Transform Infrared Spectroscopy (FTIR). By tracing the oscillator strength and spectral position of absorption bands specific for the different molecular moieties, characteristic changes of microscopic interactions can be identified. In the case of glycerol the dominant role of the hydrogen bonding network is concluded from
the strong blue shift (~60 cm⁻¹) of the OH stretching band (ν OH) with increasing temperature, T (Fig. 3.12c, chemical structure and displacements upon vibration depicted in Fig. 3.12b).[1] Contrary to measurements of other molecular glass formers (e.g. alkyl-citrate or salol) a blue shift of the CH stretching vibrations (ν CH) is observed upon heating indicating an attractive inter-molecular interaction of the alkyllic H, that weakens the C-H bond itself (Fig. 3.12c).[2, 3] The spatially extended C-C-O stretchings on the other hand show a red shift with a distinct kink at the calorimetric glass transition temperature, T_g. Such pronounced changes in slope are not observed in the oscillator strength, A/A_0, which exhibit a continuous bending down when lowering temperature.

![Figure 3.12](image1.png)

Figure 3.12: (a) IR spectrum of glycerol. (b) Molecule with vibration modes. (c),(d) Results from temperature dependent IR measurements of glycerol as functions of T_g/T. Filled symbols represent data obtained upon heating and empty symbols upon cooling. The oscillator strength is normalized to the value at T_g and shifted with an offset of 0.25 between two charts. Green stars: stretching of H-bonded OH (ν OH) (right y axis), black squares: δ CH₂, red circles: ν C-C-O, blue triangle up: ν_sym CH₂/CH, purple triangle down: ν_asym CH₂/CH.

3.12 The influence of processing on orientation and mechanical properties of S-S/B-S triblock copolymers

N. Mahmood*, A.M. Anton, F. Kremer, M. Beiner†

*1 Martin-Luther-Universität Halle-Wittenberg, Institut für Chemie, Kurt-Mothes-Straße 2, 06120 Halle (Saale)
†2 Fraunhofer Institut für Werkstoffmechanik IWM, Walter-Hülse-Straße 1, 06120 Halle (Saale)

Triblock copolymers providing a rubbery middle block made of random poly(styrene-stat-butadiene) (S/B) surrounded by polystyrene outer blocks are in the focus of recent research. In addition to the overall the material’s properties depending on composition, softening and interfacial behavior can be fine-tuned by varying the middle block’s styrene content[1, 2].

Structure resolving techniques, as SAXS, TEM or TMOA for instance, have been employed to shed light on the sample’s microstructure and are combined with tensile tests to clarify the structure’s influence on the material’s mechanical properties.

It can be found that on mesoscale (10 - 100 nm) the triblock copolymer tends to phase separate forming lamellae not-affected through processing, while on segmental scale (< 1 nm) the structure appears completely unordered. Supplementary, mechanical measurements reveal a coincidence between mesostructure and E moduli in accordance to the composite model[3]. Hence, one can assume that processing conditions are affecting on mesoscale, while the segmental scale remains inaccessible. Vice versa, mesoscale structures determine the processed copolymer’s mechanical properties, while the influence of the segmental scale seems to be minor[4].

Figure 3.13: TEM (a), TMOA (b), and SAXS (c) measurement of S-S/B-S triblock copolymer. On the mesoscale well-defined and well-aligned lamella structures are evident (a and c). In contrast, the circular shape of the polarization-dependent oscillator strength indicates absence of any orientation on the segmental scale (b).

[4] manuscript in preparation
3.13 Study on the hierarchical structure and resulting constraints in spider silk by means of pressure-dependent FTIR-spectroscopy

A.M. Anton, W. Kossack, R. Figuli(Ene)*, P. Papadopoulos†, C. Gutsche, F. Kremer

*Karlsruher Institut für Technologie, Institut für Technische Chemie und Polymerchemie, Engesserstraße 18, 76128 Karlsruhe
†Max Planck Institut für Polymerforschung, Ackermannweg 10, 55128 Mainz

Its outstanding mechanical properties elevate spider silk to a promising material for mechanically highly demanding applications, e.g. bullet-proved vests[1–3]. Its unique structure, namely $\beta$-sheet polyalanine nanocrystals reinforcing a glycine-rich amorphous glassy matrix, that serially interconnects these crystals through pre-strained chains, is believed to be essential.

To gain insight into this structure FTIR-spectroscopy is combined with external mechanical fields. Uniaxial stress is created during stretching the sample controlled by micrometer screws monitored with a force sensor, while hydrostatic pressure is applied by means of a diamond anvil cell (DAC) determined through the pressure-dependent ruby fluorescence[4]. Since both load experiments are performed on the same material, the interplay between nanocrystals and amorphous phase can be better understood.

The non-overlapping N-C$_a$ polyalanine stretching vibration at $\nu = 965$ cm$^{-1}$ is employed as molecular force sensor located within the $\beta$-sheet nanocrystals.[1–3] enabling to study the microscopic response to external mechanical fields while monitoring a stress-, respectively pressure-dependent shift of this vibration. In the case of applied stress a linear red shift can be found, whereas hydrostatic pressure causes a blue shift also linear on two regimes and fully reversible up to 7 GPa. The seamless connection of negative and positive pressure regimes corroborate quantitatively our structural model[5].

Figure 3.14: Illustration of spider silk’s structure: A fiber made of fibrils is composed of nanocrystals and pre-stressed chains embedded in an amorphous matrix. The application of uniaxial stress induces a red shift of the vibration at $\nu = 965$ cm$^{-1}$, whereas hydrostatic pressure causes a blue shift.
3.14 Determining the Specificity of Monoclonal Antibody HPT-101 to Tau-Peptides with Optical Tweezers
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Optical tweezers-assisted dynamic force spectroscopy is employed to investigate specific receptor-ligand-interactions on the level of single binding events. In particular, we analyze binding of the phosphorylation-specific monoclonal antibody (mAb) HPT-101 to synthetic tau-peptides with two potential phosphorylation sites (Thr231 and Ser235), being the most probable markers for Alzheimer’s disease. Whereas the typical interpretation of enzyme-linked immunosorbent assay (ELISA) suggests that this monoclonal antibody binds exclusively to the double-phosphorylated tau-peptide, we show here by DFS that the specificity of mAb HPT-101 is only apparent. In fact, binding occurs also to each sort of the monophosphorylated peptides. Therefore, we characterize the unbinding process by analyzing the measured rupture force distributions, from which the lifetime of the bond without force $\tau_0$, its characteristic length $x_{ts}$ and the free energy of activation $\Delta G$ are extracted for the three mAb/peptide combinations. This information is used to build a simple theoretical model to predict features of the unbinding process for the double-phosphorylated peptide purely based on data on the monophosphorylated ones. Finally, we introduce a method to combine binding and unbinding measurements to estimate the relative affinity of the bonds. The values obtained for this quantity are in accordance with ELISA, showing how DFS can offer important insights about the dynamic binding process which are not accessible to this common and widespread assay.

[2] Stangner et al., ACS Nano 2013, 7, 12, 11388

3.15 Amino acid-sequence dependent interactions between receptors and ligands studied with Optical Tweezers

T. Stangner, D. Singer∗, D. Knappe, C. Wagner, S. Angioletti-Uberti†, C. Gutsche, J. Dzubiella‡, R. Hoffmann∗‡, F. Kremer
Figure 3.15: Experimental setup. One peptide-coated colloid is immobilized at the tip of a custom-made micropipette by capillary force and a second colloid, bearing the mAb HPT-101 on its surface, is trapped with the optical tweezers. (Inset) It is shown by our measurements and a simple theoretical model that the binding of mAb HPT-101 to the doubled phosphorylated peptide can be described as the sum of the two monophosphorylated cases.

For diagnostic procedures that rely on monoclonal antibodies (mAbs), it is imperative to know whether the antibody (e.g. mAb HPT-101) recognizes the epitope of its target peptide/protein (e.g. tau-protein) specific or whether possible cross-reactions to other forms of the protein may occur. In a previous study[1] non-specific interactions of the phosphorylation-specific mAb HPT-101 to tau-peptides with similar epitopes, differing only by a single isolated phosphorylation site, were detected. Based on this result, it is obvious that the specificity of mAb HPT-101 refers not exclusively to the phosphorylation pattern but depends also on the surrounding amino acid sequence in the tau peptide. Here, we investigate with the help of optical tweezers assisted dynamic force spectroscopy[2] the influence of single amino acids on the binding of mAb HPT-101 to the doubled phosphorylated peptide tau[pThr231/Ser235]. For this purpose, we characterize the unbinding process by analyzing the measured rupture force distributions, from which the lifetime of the bond without force $\tau_0$, its characteristic length $x_{ts}$, and the free energy of activation $\Delta G$ are extracted for all mAb/peptide combinations. Furthermore, the binding process is specified by means of the relative binding frequency. Using these parameters, it is possible to identify essential as well as secondary amino acids for the interaction between mAb HPT-101 and tau[pThr231/pSer235].

[2] Stangner et al., ACS Nano 2013, 7, 12, 11388
Table 3.1: Epitop mapping of monoclonal antibody HPT-101. The antibody specific phosphorylation sites are underlined (abbreviation: p = phosphorylation) and essential amino acids are shown in red. Secondary amino acids, which contribute to the binding, are highlighted in orange. White fields are not significant for the specific interaction between antigen and antibody.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>V</th>
<th>A</th>
<th>V</th>
<th>V</th>
<th>R</th>
<th>pT</th>
<th>P</th>
<th>P</th>
<th>K</th>
<th>pS</th>
<th>P</th>
<th>S</th>
<th>S</th>
<th>A</th>
<th>K</th>
</tr>
</thead>
</table>
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Physics of Interfaces

4.1 Introduction

The department of Physics of Interfaces (Grenzflächenphysik, GFP) is in a transition state since April 2009. From the 14 scientists employed in the group at the end of 2013, 12 were financed as PhD students or post-docs via third party funding. The good situation with respect to third party funding allowed us to successfully contribute to teaching and research within the Institute of Experimental Physics I. Teaching obligations in several main courses of Experimental Physics were taken over by scientists of the group. In April 2013 after nine years of funding by DFG and NWO, the successful cooperation within the Dutch-German International Research Training Group Diffusion in Porous Materials (IRTG GK 1055/2) came to an end. Our group continues to contribute with several projects to the DFG Priority Research Programs Porous Metal-Organic Frameworks (SPP 1362) and Porous Media with Defined Pore Structures - Modeling, Application and Synthesis (SPP 1570).

Dr. R. Valiullin submitted his habilitation thesis. He was awarded the academic degree Privatdozent (PD) by our Faculty in June 2013. After finishing their studies within the IRTG Diffusion in Porous Materials, Steffen Beckert and Tomas Binder obtained their PhD degrees in 2013, left our group and continued their careers elsewhere.

PD Dr. F. Stallmach
4.2 NMR relaxometry at elevated gas pressures on metal organic frameworks for gas storage applications


∗BASF SE, Ludwigshafen, Germany

The storage of natural gas in microporous adsorbents like metal organic frameworks (MOFs) for mobile application will become an important technology [1, 2]. We recently proposed to use low-field NMR relaxometry at elevated methane pressures to characterize the gas storage properties of such microporous materials [2, 3].

In this project [2], transverse ($T_2$) relaxation time distributions of methane adsorbed in powders and in cylindrical pellets of the MOF-based Basolites Z1200 and Z520 (produced by BASF SE) were measured as function of methane pressure. For the powder of Basolite Z 1200 (MOF ZIF-8) only one peak is observed, see fig. 4.1. The relaxation rates of the gas phase and the adsorbed phase methane obviously averaged due to fast exchange via the external MOF surface. For the Z 1200 pellets, three peaks are visible. Two of them appear at very short relaxation times indicating the adsorbed methane. The strong left shift of these peaks points towards an increased host-guest interaction in the Z 1200 pellets. The gas phase methane is also shifted to shorter relaxation times. This is caused by an exchange with the adsorbed phase via the transport pores and the external surface of the pellets. For more details we refer the reader to ref. [2].

![Figure 4.1](image_url)

**Figure 4.1:** Low-field $^1$H NMR relaxation time distribution ($T_2$) of methane adsorbed in powder and pellets (3 × 3 TAB) of Basolite Z 1200 at 10 bar gas pressure [2].

4.3 Solid-liquid transitions in confined spaces

D. Kondrashova, R. Valiullin

![Solid-liquid lattice model for studying melting and freezing phenomena in confined spaces with arbitrary pore geometries.](image)

Figure 4.2: Solid-liquid lattice model for studying melting and freezing phenomena in confined spaces with arbitrary pore geometries.

Measurements of confinement-induced effects upon phase transitions are widely used as a method of structural characterization of mesoporous solids [1]. The use of the solid-liquid transitions, potentially yielding high spatial resolution, is however impeded by the lack of theoretical models providing description of solid-liquid equilibria under confinement on a microscopic level. In our work, we develop a lattice solid-fluid model (see Fig. 4.2), which is capable to model freezing and melting behaviors of fluids confined to pores with arbitrary organization of the pore spaces [2]. Using this model, we show in particular that, for fluids with sufficiently large Jackson factors, the Gibbs-Thompson equation can reasonably be used to model the confinement effects upon the both freezing and melting transition temperatures in pores with cylindrical pore geometry. By introducing a transition dynamics-based criterion for identifying the equilibrium transition, we prove that, in the absence of homogeneous nucleation delay, it coincides with the freezing transition for cylindrical pores with open ends. We demonstrate further that melting-freezing hysteresis, which results from the metastable nature of the melting transition, can be eliminated by closing one of the pore ends. The model is further used to get deeper insight into the freezing and melting phenomena in disordered porous materials.

4.4 An improved NMR probe system for diffusion studies in interface systems

S. Schlayer, F. Stallmach

NMR self-diffusion studies of molecules in interface systems represent one of the key competences of the department [1–3]. For new challenges in materials research, an improved PFG NMR diffusion probe for application of intensive pulsed field gradients was designed. The required additional magnetic flux density is generated by an actively screened gradient-field Helmholtz coil system. Its design was optimized with respect to gradient strength and homogeneity using finite element analysis (see ref. [4]).

![Figure 4.3: Center: Drawing of the top section of the new z-gradient probe for PFG NMR diffusion studies. The rf parts are omitted for clarity. Left and right: Photographs of the main z-gradient and the shielding coils [4].](image)

The gradient coil was constructed using the glass ceramic MACOR as support material. Figure 4.3 shows the main components of the z-gradient NMR probe system. It allows us to vastly switch pulsed field gradients of up to 37 T m⁻¹ with the gradient current amplifier and control system described in ref. [2]. The functionality of the system for studying slow diffusion processes in interface systems was demonstrated by observing isotropic and anisotropic diffusion in aqueous solutions of a highly viscose PEO-PPO-PEO triblock-copolymer and of methane adsorbed in microporous ZIF-8 and ZSM-58. For more details we refer the reader to ref. [4] and to section 4.5.

4.5 PFG NMR study of the self-diffusion anisotropy of methane and carbon dioxide in zeolite ZSM-58


*Center for Materials Science and Nanotechnology, Department of Chemistry, University of Oslo, Norway

$^1$H and $^{13}$C PFG NMR studies were performed on methane and carbon dioxide adsorbed as unitary gases and as 1:1 mixtures in the zeolite ZSM-58. The zeolite has a two-dimensionally interconnected pore system with narrow 8-ring windows (free window diameter $d_w \sim 0.4$ nm), which may act as molecular sieve for both gases.

![Figure 4.4: $^1$H and $^{13}$C PFG NMR spin echo attenuations of methane and carbon dioxide as a function of Tr($D$) $b$ [1]. The continuous line represents the attenuation curve for two dimensional diffusion [2] while the dashed line represents the attenuation curve for isotropic diffusion.](image)

Figure 4.4 shows the PFG NMR spin echo attenuations of methane and carbon dioxide as masterplot. Tr($D$) denotes the trace of the diffusion tensor $D$ and $b$ represents the increasing pulsed gradient intensity of the PFG NMR experiment. The spin echo attenuations of both molecules are found to coincide, indicating that the diffusion takes place in the same two-dimensional pore system. However, the diffusion coefficients of methane in zeolite ZSM-58 is about two orders of magnitude smaller than that of the smaller carbon dioxide. This demonstrates the molecular sieving effect of the pore network [1].

The diffusion coefficients for different loadings of methane and carbon dioxide and of binary mixtures of both adsorbates were compared to results obtained by MD [3] and kMC [4] simulations. For more details we refer the reader to ref. [1].

4.6 Desorption with increasing partial pressure: The remarkable uptake patterns of hexane isomer mixtures in zeolite MFI

T. Titze∗, C. Chmelik∗, J. Kärger∗, J.M. van Baten† R. Krishna†

∗University of Leipzig
†University of Amsterdam

Zeolites of type MFI belong to the most important zeolites for industrial applications. In this study their potential for the separation of alkane isomers is highlighted. While linear alkanes such as n-butane (nC4), and n-hexane (nC6) can adsorb at any location within the MFI zeolite pore network, configurational considerations cause the branched isomers iso-butane (iC4), and 2-methylpentane (2MP) to locate preferentially at the channel intersections. For adsorption of nC4/iC4, and nC6/2MP mixtures, Infra-Red Microscopy (IRM) measurements show that the adsorption selectivity favors the linear isomer by about one order of magnitude when the total mixture loading, Θt, exceeds 4 molecules per unit cell at which all the intersection sites are fully occupied. The IRM data are in quantitative agreement with Configurational-Bias Monte Carlo (CBMC) simulations (see fig. 4.5) [1]. IRM monitoring of the transient uptake of nC6/2MP mixtures within crystals of MFI exposed to step increases in the pressures show that the configurational entropy also leaves its imprint on the uptake characteristics: For loadings Θt > 4 an overall pressure increase in equimolar nC6-2MP mixtures reduces rather than enhances the 2MP uptake, irrespective of its increasing partial pressure! Our IRM studies demonstrate the potential for separating linear and branched alkane isomers by exploiting the synergistic influence of configuration entropy and intersection blocking.

Figure 4.5: (a) IRM vs. CBMC adsorption isotherms for a nC6/2MP mixture with partial pressures $p_1 = p_2$ at 298 K. (b) Calculations of the adsorption selectivity, $S_{ads}$, for mixture adsorption equilibrium [1].

4.7 Guest-Induced Phase Transitions in zeolite MFI

T. Binder*, C. Chmelik*, J. Kärger*, H. Krautscheid*, W. Schmidt†

*University of Leipzig
†MPI für Kohlenforschung, Mülheim

There is currently a great deal of attention in the published literature on guest-induced structural changes in crystalline materials. Phenomena such as gate opening and breathing can be exploited to achieve enhanced separation performance. An industrially important example is that of separation of aromatic mixtures containing benzene and xylenes, using MFI zeolite. Starting with concentrations of about 4 molecules per unit cell, changes in the lattice structure occur. Such transitions can be shown to be associated with a re-distribution of the molecules, resulting in their shift from the pore channel intersections as their preferred locations at low loadings into the channel interiors. The exploration of benzene uptake by microimaging in MFI-type zeolites lead to surprising findings: After an initial period of normal uptake (characterized by guest profiles evolving along the channel system in \( x \) and \( y \) direction), concentration profiles evolve in the crystal’s longitudinal (\( z \)) extension (see fig. 4.6) [1]. The propagation of the concentration front can thus not be referred anymore to mass transfer. It must rather be considered as an indication of long-term phase changes in the host-guest system which, accordingly, give also rise to changes in the corresponding equilibrium concentrations of the guest molecules.

![Figure 4.6](image)

**Figure 4.6:** Benzene adsorption in MFI-type zeolite (pressure step 0.5 to 1 kPa): Imaging of a guest-induced phase transition. The concentration profiles evolve perpendicular to the channels [1].
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Soft Matter Physics

5.1 Introduction

Our research is dedicated to the broad field of biological physics. In particular, our work focuses on the study of mechanical properties and behavior of polymer networks as well as whole biological cells. It is our primary objective to investigate the underlying physical mechanisms responsible for the observed active and passive behavior of biological soft matter. Special attention is given to the exploration of cancer as well as neuronal growth. A wide range of sophisticated experimental techniques are applied, such as optical instruments, scanning force microscopes, traction force microscopy, rheometer and many others. The optical stretcher, a laser-based technique for contact-free measurement of cell mechanics, is one of the major working horses of our group. Several research projects within our group investigate the function of biological cells from nanometer to macroscopic length scales. The aim is to understand the underlying mechanisms and forces that are required for cell motion and function such as proliferation. Moreover, how and to what extent can cellular mechanisms change during malignant transformation and how these changes can be described from a physical perspective, is the most important research aim. To this end, the group works in close collaboration with different physics, biology and medicine groups all over the world, such as the National Cancer Institute (NCI), USA and the Institute Curie, Paris.

Josef A. Käs
5.2 Thermorheology of living cells - impact of temperature variations on cell mechanics

T.R. Kießling, R. Stange, J.A. Käs, A.W. Fritsch

The mechanical properties of living cells are widely considered to play a fundamental role for many physiologically relevant processes. Therefore, a variety of studies have investigated the response of cellular matter to external forces, aiming on a deeper understanding of the origin of the mechanical properties of single cells. Those studies, are often conducted using optical traps, particularly the so-called optical stretcher has been continuously developed and employed in our laboratory to measure the response of whole living cells to optical forces. In this study, the impact of sudden temperature variations (as caused by the absorption of laser light in optical traps) on the deformability of whole living cells has been investigated for the first time. We observe a significant systematic shift of creep compliance curves, J(t), for single living breast epithelial cells upon temperature changes. Using the optical stretcher, temperature jumps can be induced within milliseconds, while simultaneously measuring the mechanical response of whole cells to optical force. The cellular mechanical response was found to differ between sudden temperature changes compared to slow, long-term changes implying adaptation of cytoskeletal structure. Surprisingly, creep curves of living cells obtained at different temperatures strongly suggest the applicability of the time temperature superposition (TTS) principle, a scaling concept known from rheological measurements on simple polymers. Based on the empirical observation that material functions (e.g. creep compliance) show similar shapes when measured at different temperatures, creep compliance curves recorded at different temperatures can be rescaled to overlap, resulting in a single master curve. The said curve is frequently used to extend the experimentally accessible time or frequency range, whereas the scaling factors provide an insight into underlying molecular dynamics. We propose TTS, a widely used concept in polymer physics, as the leading term to rationalize the observed temperature dependence of the creep compliance J(t) of cells: for sudden temperature changes that do not exceed a critical temperature $T_{crit}$, we observe thermorheologically simple behavior, meaning that J(t,T) superpose by only a rescaling of the time axis. However, temperature changes on timescales of several minutes and hours or above $T_{crit}$ demand for additional scaling of the modulus axis, indicating delayed adaptation of cellular matter to temperature changes. As being a fundamental physical quantity for viscoelastic deformation, temperature is a vital parameter which is worthwhile being further investigated in cell mechanical measurements. While temperature, undoubtedly, is used as a control parameter in many physical fields, temperature-related studies are rather underrepresented in biophysical research, particularly cell mechanical research. Thermorheological measurements such as those presented in this study could significantly contribute to a better understanding of the origin and contribution of stress relaxation processes in living cells.

Figure 5.1: Mean creep compliance curves (J(t)) of single living breast epithelial cells measured at different temperatures (A/C). By individually rescaling of the time axis, curves obtained at different temperatures can be superposed to a master curve (B). The scaling factors, $a_T$, surprisingly show Arrhenius behavior (D).

5.3 Analysis of multiple physical parameters for mechanical phenotyping of living cells


*Dept. of Physics, IPST, and IREAP, University of Maryland, College Park, USA
†Medical School, University of Maryland, Baltimore, USA

Since the cytoskeleton is known to regulate many cell functions, an increasing amount of effort to characterize cells by their mechanical properties has occurred. Despite the structural complexity and dynamics of the multicomponent cytoskeleton, mechanical measurements on single cells are often fit to simple models with two to three parameters, and those parameters are recorded and reported. However, different simple models are likely needed to capture the distinct mechanical cell states, and additional parameters may be needed to capture the ability of cells to actively deform. In this study, we presented a new approach is to capture a much larger set of possibly redundant parameters from cells’ mechanical measurement using multiple rheological models as well as dynamic deformation and image data. Principal component analysis and network-based approaches are used to group parameters to reduce redundancies and develop robust biomechanical phenotyping. Network representation of parameters allows for visual exploration of cells’ complex mechanical system, and highlights unexpected connections between parameters. To demonstrate that our biomechanical phenotyping approach can detect subtle mechanical differences, we used a Microfluidic Optical Cell Stretcher to mechanically stretch circulating human breast tumor cells bearing genetically-engineered alterations in c-src tyrosine kinase activation, which is known to influence reattachment and invasion during metastasis. Just by analyzing the mutual
We can identify differences between cell lines with only a minimum set of assumptions. First, we find that intensity and intensity fluctuations from phase contrast images are good discriminators among the 5 studied cell lines, which show variations in src expression and different tendencies to form microtentacles. Second, network-based grouping of parameters indicate, that creep deformation and relaxation are dominated by two different relaxation processes. Third, surprisingly, the propensity to form microtentacles has only a small impact on whole cell deformability, implying complex (counteracting) effects in the architecture of the cytoskeleton of genetically altered cells. We believe that systematic data exploration approaches, such as the network analysis presented here, will become increasingly important for the analysis of large biomechanical datasets. Visualization of the network provides an excellent tool for intuitive exploration of biophysical measures and for the development of realistic mechanical models. Including complex connections between parameters will ultimately be important for the identification of characteristic signatures of patient cells. Whether for differentiation between malignant and non-malignant cells, or for quantification of the metastatic competence of primary cell samples, one inescapably faces greater heterogeneities in cell types and behaviors in comparison to cell cultures. Therefore, the ability to classify cells by multiple parameters simultaneously can accelerate the identification of characteristic parameters and the definition of biomechanical phenotypes. Moreover, network analysis tools are extensively used in systems biology approaches. Thus, a representation of biomechanical data in this framework will help to establish the as yet missing link between biomechanics and molecular cell biology.

Figure 5.2: Parameter network of rheological parameters derived from single cell experiments. Each node represents one of 47 parameters, extracted for each measured cell. The mutual relations between parameters are represented by the structure of the network, allowing for widely unbiased characterization of cell samples.

5.4 Keratins significantly contribute to cell stiffness and impact invasive behavior

K. Seltmann*, A.W. Fritsch, J.A. Käs, T.M. Magin*

*Translationszentrum für Regenerative Medizin, Institut für Biologie

Cell motility and cell shape adaptations are crucial during wound healing, inflammation and malignant progression. These processes require the remodeling of the keratin cytoskeleton, to facilitate cell-cell and matrix adhesion. However, the role of keratins for biomechanical properties and invasion of epithelial cells are only partially understood. Here, we address this issue in murine keratinocytes lacking all keratins upon genome engineering. In contrast to prediction, keratin-free cells show about 60% higher cell deformability even for small deformations (figure 5.3). This is compared to less pronounced softening effects for actin depolymerization induced via latrunculin A. To relate these findings with functional consequences, we use invasion and three-dimensional growth assays. These reveal higher invasiveness of keratin-free cells. Re-expression of a small amount of the keratin pair K5/K14 in keratin-free cells reverses the above phenotype for the invasion but does not with respect to cell deformability. Our data shows a novel role of keratins as major player of cell stiffness influencing invasion with implications for epidermal homeostasis and pathogenesis. This study supports the view that downregulation of keratins observed during epithelial-mesenchymal transition directly contributes to the migratory and invasive behavior of tumor cells. In summary, we show for the first time, using the optical stretcher, that the keratin cytoskeleton is a major contributor to cell stiffness and decreases cell invasiveness. Based on the findings reported here and elsewhere we suggest that by providing cell stiffness and maintaining desmosome-dependent intercellular adhesion, keratins assist in the maintenance of the epithelial phenotype and protect epithelial cells against acquisition of a metastatic phenotype.

Figure 5.3: Keratins are major determinants of cell stiffness. **a:** Left: schematic of the µOS setup showing a strongly deforming KO cell treated with latA. Right: laser-pattern used for all µOS measurements. **b, c:** Data sets from optical stretcher measurements of keratin-free and K5/K14 re-expressing cells compared to WT cells. Characterized by $J(t=3s)$ (b) and creep deformation curves $J(t)$ (c). **d:** Immunofluorescence analysis using keratin and tubulin antibodies and phalloidin staining (actin). **e:** Keratin 5, tubulin and actin expression detected by Western blotting of total protein lysates. Bar, 10 µm.
5.5 Evaluation of single cell biomechanics as potential marker for oral squamous cell carcinomas: a pilot study

J. Runge*, T.E. Reichert†, A.W. Fritsch, J.A. Käs, J. Bertolini‡, T.W. Remmerbach* §

†Klinik und Poliklinik für Mund-, Kiefer- und Gesichtschirurgie, Universität Regensburg
‡Universitätsklinikum Leipzig, Institut für Pathologie
§Griffith Institute of Health and Medical Research, Griffith University, Australia

Early detection of oral cancer is a major health issue. The objective of this pilot study was to analyze the deformability of healthy and cancer cells using a microfluidic optical stretcher. Different cancer cell lines, primary oral cancer cells and their healthy counterparts were cultivated and characterized respectively. A measurable deformation of the cells along the optical axis was detected, caused by surface stress, which is optically induced by the laser power. All cells revealed a visco-elastic extension behavior and showed a characteristic deformation response under laser light exposure. The CAL-27/-33 cells exhibited the highest relative deformation. All other cells achieved similar values, but on a lower level. The cytoskeleton reacts sensitively of changing environmental conditions, which may be influenced by growth behavior of the cancer specimens. Nevertheless, the statistical analysis showed significant differences between healthy and cancer cells. Generally malignant and benign cells showed significantly different mechanical behavior. Cancer related changes influence the composition of the cytoskeleton and thus affect the deformability, but this effect may be superimposed by cell cultivation conditions, or cell doubling time. These influences had to be substituted by brush biopsies to minimize confounders in pursuing investigations.

5.6 Different Modes of Growth Cone Collapse

P. Rauch, P. Heine, B. Goettgens*, J.A. Käs

*Fakultät für Biowissenschaften, Pharmazie und Psychologie, Institut für Biologie

The directed motility of growth cones at the tip of neuronal processes is a key function in neuronal path - finding and relies on a complex system of interacting cytoskeletal components. A growth cone at the tip of every neurite detects, integrates and follows multiple guidance cues which regulate outgrowth and initiate directional changes through cytoskeletal rearrangements. Even though tremendous effort has been put into researching this interesting process, not all aspects of the involved cytoskeletal dynamics have been identified. Especially the function of microtubules has been largely underestimated, as most force - generating mechanisms are attributed to actin-myosin based structures and processes.

We were able to implement a combination of custom written MATLAB algorithms to semi - automatically detect and track growth cone contours in laser scanning microscope image series of NG108-15 growth cones transiently transfected with mCherry-
LifeAct and pCS2+/EMTB-3XGFP for filamentous actin and microtubules. While the main focus of research lies on the cytoskeletal dynamics underlying growth cone advancement, we investigated collapse and retraction mechanisms. Using fluorescence time lapse microscopy we could classify two discrete modes of growth cone collapse leading either to neurite retraction or to a controlled halt of neurite extension (figure 5.4). In the latter case, lateral movement and folding of actin bundles (filopodia) confine microtubule extension and constrict microtubule-based expansion processes without the necessity of a constantly engaged actin turnover machinery. We call this previously unreported additional type fold collapse and propose that it marks an intermediate type of growth regulation which closes the gap between full retraction and small scale fluctuations.

Figure 5.4: Reduction of growth cone area for the two discrete cases of retraction, shown in histograms and before and after images for these events.

5.7 Fluorescent beads disintegrate actin networks


The viscoelastic properties of F-actin networks, a model system for semiflexible polymer networks, can be explored with passive microrheology. For this technique the thermal fluctuations of tracer particles are used to calculate the complex shear modulus. This allows to obtain both the bulk properties and their microscopic origins. A common microrheological method is video particle tracking of fluorescent tracer particles with the help of an epifluorescent microscope.

![Figure 5.5: Time dependent mean-squared displacement (MSD) of 1 µm NYO beads in 1 mg/ml actin networks. Additionally, the cross-linked sample contained 1.34 µM heavy meromyosin. The MSD was calculated for consecutive time courses every 100 s and is plotted against the lag time \( \tau \) with a truncation after 10 s. Consecutive time courses are represented by a fade in color. (a) The cross-linked network was observed for 1200 s, and (b) the entangled network was observed for 1800 s with fluorescent light. (c) The entangled network was observed for 1900 s with bright field microscopy before and after a 60 s high intensity flash of green and UV lights, respectively [1].

Using this method, we found that illumination of fluorescent beads with their appropriate excitation wavelength leads to a striking “light-induced softening” of actin gels. Illumination with other wavelengths and the usage of bright field microscopy do not influence thermal bead fluctuations. The addition of oxygen scavengers cannot significantly reduce the light-induced softening. We conclude that fluorescent beads impair results and recommend bright field imaging for studying the microrheology of actin networks [1].

5.8 Emergent complexity of the cytoskeleton: from single filaments to tissue


∗FOM Institute AMOLF, Amsterdam, The Netherlands

In January 2013 we published the article “Emergent complexity of the cytoskeleton: from single filaments to tissue” in Advances in Physics. We have been invited to contribute to this journal, which is ranked number one in the discipline of condensed matter physics (impact factor 34.29). The article is among the top fifty of most downloaded papers 2013. Physics of different scales (levels of complexity) in biological systems are reviewed providing a broad collection of fundamental achievements in the field. Biophysical investigations and theoretical approaches were presented aiming to introduce the physics of the cytoskeleton. To explain this intra-cellular biopolymer scaffold appropriately, effects ranging from single biopolymer filaments to cells and multicellular organisms are summarized. In that course a wide range of phenomena is presented and the intertwined nature of different levels of complexity is emphasized. Numerous emergent properties are explained by the means of self-organization or self-assembly.

These physical levels as well as according backgrounds correspond to the research in our group. Thus, this review was a perfect opportunity to present our current work and to highlight connections and applications to other fields.

Figure 5.6: The cellular cytoskeleton consists of three main components. Due to the cytoskeleton cells can remain organized and various higher ordered structures can emerge.

5.9 Functionalization of FePd Ferromagnetic Shape Memory Alloys for Biomedical Applications - An Experimental and Theoretical Survey

U. Allenstein, Y. Ma*, A. Arabi-Hashemi*, F. Szillat*, S.G. Mayr*, M. Zink

*Leibniz-Institut für Oberflächenmodifizierung, Translationszentrum für Regenerative Medizin

Magnetic shape memory alloys are capable to perform strains of up to 5% by applying a moderate external magnetic field. This shape memory effect occurs due to variant reorientation and is only observable for a high mobility of twinning dislocations and a high magneto-crystalline anisotropy and is very promising for biomedical applications like actuators, stents and valves. Up to now, only few materials known to fulfill these requirements. Fe$_7$Pd$_3$ is the only one of them also potent to show a sufficient biocompatibility, which we investigated in in vitro experiments with NIH 3T3 fibroblasts, MCF 10A epithelial cells and HOB osteoblasts on vapor-deposited single crystalline Fe$_7$Pd$_3$ thin films [1]. We were able to demonstrate good proliferation and adhesion of all investigated cell types. No harmful morphological changes or cytotoxic effects could be observed. On this basis, we investigated how cellular behavior can be mediated by common protein coatings, such as fibronectin, laminin and poly-L-lysine and found significant differences in the morphology and proliferation behavior of the cells as illustrated in figure 5.7.

![Figure 5.7: Human osteoblasts on Fe$_7$Pd$_3$ coated with different specific binding agents. Cells in the left image (fibronectin coating) show a much more spread morphology and focal adhesion density than those in the right image (laminin coating).](image-url)

A more detailed investigation was carried out on coatings with the RGD amino acid sequence, which is a component of fibronectin and of fundamental importance to integrin interaction and thus cellular adhesion. Through delamination tests and cell culture assays we proved decent adhesion of RGD to the substrate, and cells to
the RGD, respectively. Theoretical ab initio calculations via density functional theory confirm the experimental results and explain the strong connection between RGD and Fe$_7$Pd$_3$ in a fundamental physical way: it is mainly mediated by coordinate bonds between iron atoms of the films and nitrogen/oxygen atoms of the RGD [2]. Thus surface functionalization with biological coatings is possible and desirable.


5.10 Funding

Leipziger Schule der Naturwissenschaften - Bauen mit Molekülen und Nano-Objekten (BuildMoNa)
Prof. Dr. E. Hey-Hawkins, Prof. Dr. M. Grundmann und Prof. Dr. J. A. Käs
GSC 185/1

InterNeuro
Prof. Dr. J. A. Käs, Mitglied im DFG-Graduiertenkolleg ”InterNeuro“, Projekte 5 und 7
GRK 1097

Optische Messung zellulärer Materialeigenschaften für pharmakologische Hochdurchsatz-Technologie (”Agescreen“)
Prof. Dr. J. A. Käs
BMBF-Projekt, 13N109 35

Von lokalen Einschränkungen bis zum makroskopischen Transport - From local constraints to macroscopic transport
Prof. Dr. J. Käs, Dr. Stephan Diez et al.
DFG Forschergruppe FOR 877, Teilprojekt 6, KA 1116/ 7-1

Light propagation through the retina: Vertebrate retinal optics
Prof. Dr. J. A. Käs, Prof. Dr. A. Reichenbach et al.
DFG, RE 849/15-1

Untersuchung funktioneller Änderungen von Tumorzellen als Ursache unsymmetrischer Verteilungsfunktionen des Zelldeformationsverhaltens
Prof. Dr. J. A. Käs, Dr. M. Zink
DFG, KA 1116/9-1

Rezidivprognose zur Entwicklung von effektiven Brusttumortherapeutika
Prof. Dr. J. A. Käs, Prof. Dr. A. Beck-Sickinger, Prof. Dr. E. Hey-Hawkins
SAB, 33707045

Nanostrukturierte Substrate zur organotypischen Langzeitkultivierung adulter Gewebe: Neuartige Verfahren für in vitro Wirkstoffscreening am Beispiel von Augenerkrankungen
Dr. M. Zink, Prof. Dr. J. A. Käs, Prof. Dr. A. Robitzki (BBZ)
SAB,100121467
Invasion und initiale Schritte bei der Metastasierung solider Tumore (Karzinome)
Prof. Dr. J. A. Käs
ESF-Nachwuchsforschergruppe, SAB, 100147954

Werkzeuge und Technologien für die rationale Wirkstoffentwicklung
Prof. Dr. J. A. Käs
ESF-Nachwuchsforschergruppe, SAB, 100148830

Peptid-vermitteltes Tumortargeting: Diagnostik und Therapie
Prof. Dr. J. A. Käs, Prof. Dr. A. Beck-Sickinger, Prof. Dr. E. Hey-Hawkins, Prof. Dr. A. Robitzki
SMWK 70

Erforschung und Entwicklung eines Sortier-Chips zur Analyse seltener Zellen
Prof. Dr. J. A. Käs, Cellastix GmbH (S. Rönicke, R. Stange, B. Hofmann)
SMWK, 4-7531.60/32/2

Dynamisch-mechanische Manipulation and Charakterisierung von Zellen mit Hilfe magnetischer Dehnung
Dr. M. Zink
DFG, Zi-1330/2-1

5.11 Organizational Duties

Prof. J. A. Käs
• Senator der Universität Leipzig
• Direktor des Instituts für Experimentelle Physik I
• Member of the Organizing Committee: 4th Annual Symposium - Physics of Cancer, Leipzig, September 2013
  involved organizers: Prof. Dr. C. Mierke, Prof. Dr. H. Herrmann, Prof. V. M. Weaver
• PWM Winterschool Spindlermühle CZ, February 2013
• Grant review: National Science Foundation, Div. of Materials Research; National Science Foundation, Div. of Cellular Organization; National Science Foundation, Div. of Computational Biology; National Science Foundation, Div. of Physics, Special Programs; Deutsche Forschungsgemeinschaft, Alexander von Humboldt Foundation, Deutsche Studienstiftung, Centre National de Recherche

5.12 External Cooperations

Academic
• ESPCI, Paris, France
  Prof. Dr. J. Prost
- Princeton University, USA  
  Prof. Dr. R. Austin

- Albert Einstein Institute of Medicine, U.S.A.  
  Prof. Dr. J. Condeelis

- Deutsche Gesellschaft für Zellbiologie (DGZ)  
  Prof. Dr. H. Herrmann

- Max-Delbrück-Zentrum für molekulare Medizin  
  Dr. M. Falcke

- Deutsches Krebsforschungszentrum  
  Prof. Dr. R. Eills

- Charité Berlin, MR Elastographie  
  Prof. Dr. I. Sack

- Westfälische Wilhelms-Universität Münster  
  Dr. J. Schnekenburger

- Ludwig-Maximilians-Universität München, Fakultät für Chemie und Pharmazie  
  Prof. Dr. A. Vollmar

- Universität Bonn, Institut für Genetik  
  Prof. Dr. K. Rottner

- Universität Leipzig, Klinik u. Poliklinik für Frauenheilkunde  
  Prof. Dr. M. Höckel

- Universität Leipzig, Institut für Pathologie  
  Prof. Dr. L.-C. Horn

- Universität Leipzig, Institut für Anorganische Chemie  
  Prof. Dr. E. Hey-Hawkins

- Universität Leipzig, Institut für Biochemie  
  Prof. Dr. A. Beck-Sickinger

  Dr. T. Remmerbach

- Universität Leipzig, Klinik u. Poliklinik f. Dermatologie, Venerologie u. Allergologie  
  Prof. Dr. J. Simon

- Universität Leipzig, Translationszentrum für Regenerative Medizin  
  Prof. Dr. T. Magin

- Universität Leipzig, Klinik u. Poliklinik f. Dermatologie, Venerologie u. Allergologie  
  Prof. Dr. M. Kunz

- Universität Leipzig, Institut für Biochemie  
  Prof. Dr. T. Pompe

- Universität Leipzig, Institut für Medizinische Physik und Biophysik  
  Prof. Dr. D. Huster

- Universität Leipzig, Institut für Experimentelle Physik I  
  Prof. Dr. C. Mierke
5.13 Publications

Journals


Books


Talks

J. A. Käs The Physical Bounds of In Vivo Cell Motility, DPG Spring Meeting Regensburg, March 2013

M. Zink, V. Dallacasagrande, A. Jakob, M. Müller, A. Reichenbach, J. A. Käs, S. G. Mayr Tailoring substrates for long-term organotypic culture of adult neuronal tissue, DPG Spring Meeting, Regensburg, March 2013


E. Warmt, T. Kießling, R. Stange, A. Fritsch, J. A. Käs Impact of Temperature on Cell Nuclei Integrity, DPG Spring Meeting, Regensburg, March 2013


J. A. Käs The Physical Bounds of In Vivo Cell Motility, Joint International Meeting of the German Society for Cell Biology (DGZ) and the German Society for Developmental Biology (GfE), Heidelberg, March, 2013 (invited talk)


**Posters**


M. Zink, U. Allenstein, A. Weidt, Y. Ma, F. Szillat, S. G. Mayr *Tuning Biocompatibility of Single Crystalline Fe$_{70}$Pd$_{30}$ Ferromagnetic Shape Memory Films for Cell Sensing*, Materials Research Society Fall Meeting, Boston (USA), December 2013

### 5.14 Graduations

**Doctorate**

- **Silke Agte**  
  *Light Guidance in Müller Cells of the Vertebrate Retina*  
  18.03.2013

- **Kenchukwu David Nnetu**  
  *A hierarchical study on cell mechanics and dynamics*  
  15.07.2013

- **Philipp Rauch**  
  *Neuronal Growth Cone Dynamics - The Back and Forth of it -*  
  16.09.2013

- **Markus Gyger**  
  *Active and Passive Biomechanical Measurements for Characterization and Stimulation of Biological Cells*  
  16.09.2013

- **Thomas Fuhs**  
  *Intracellular Polymer Network as Source of Cell Motility*  
  16.09.2013

- **Lydia Woiterski**  
  *Meeting at the Membrane - Confined Water at Cationic Lipids & Neuronal Growth on Fluid Lipid Bilayers*  
  16.12.2013
Diploma

- Hendrik Brehme
  *Reliability of Chemical Guidance Methods in Neuronal Growth Cone Motility*
  September 2013

- Nico Herbig
  *Systematic study of the development of a basic rheological model for measurements obtained by an optical stretcher*
  September 2013

- Tony Kurth
  *An Evaluation Of Techniques To Chemically Guide Neurons*
  September 2013

Master

- Michael Krahe
  *Fluctuations and Symmetry Breaking in the Early Regeneration of Hydra vulgaris Tissues*
  January 2013

- Benjamin Winkler
  *From Actin Flow to Cellular Forces*
  July 2013

- Stefanie Puder
  *Impact of Chemotherapeutic Drugs on Biological Materials*
  September 2013

- Tom Kunschmann
  *Influence of Water Isotopes on Mechanical Properties of Cells*
  October 2013

Bachelor

- Tobias Thalheim
  *Measuring Cell-Cell Adhesion Forces of the MCF-10A Cell Line with Atomic Force Microscopy*
  January 2013

5.15 Guests

- Valentina Dallacasagrande M. Sc.
  EU-research assistant at the Paul-Flechsig-Institut for brain research and the Dept. Softmatter Physics, Universität Leipzig, March 2010 - 2013
6

Biological Physics

6.1 Introduction

Cellular Biophysics in the Field of Cancer Research

Most cancer-related deaths during the malginant cancer progression are caused by the ability of cancer cells to metastasize. The process of metastasis follows a linear propagation of several steps. It starts with the spreading of cancer cells from the primary tumor, which then migrate into the local tumor microenvironment. The cancer cells can transmigrate into blood or lymph vessels (intravasation), get transported through the vessel flow, adhere to the endothelial cell lining, grow and form a secondary tumor directly inside the vessel or the cancer cells possibly transmigrate through the endothelial vessel lining (extravasation) into the extracellular matrix of connective tissue. After this step, the cancer cells migrate further into the targeted tissue (possibly another organ), grow and form a secondary tumor (i.e. the tumor metastasizes). Despite of all current findings based on biochemistry and even the novel approaches based on genomics and proteomics cancer research did not fundamentally change cancer death rates, but still improved clinical diagnosis substantially in the field of cancer research regarding the classification and detailed staging of tumors, numerous marker proteins and mapping of specific human cancer-types. Thus, a main criticism to these methods is that the expression levels of numerous genes and molecules, which are differently regulated during cancer progression, depend on the cancer disease stage. In particular, it is still not fully understood how they regulate cancer progression. A reason may be that these genomic and proteomic based methods do not account for the localization of the molecules in special compartments such as lipid rafts, their activation or assembly state, their life-time, turn-over-, modification- and recycling rate. Thus, we and others propose that the biomechanical properties are crucial for the efficiency and speed of cancer cell invasion and subsequently, for metastases formation. In more detail, classical physical approaches will be adopted to complex soft matter such as cancer cells and novel biophysical methods will be developed in order to adopt them to cancer research. These novel physical approaches have so far changed or will still alter the direction of recent cancer research. Moreover, even the role of the endothelium during the transmigration and invasion of cells is not clear, it has been seen as passive barrier, but this could not explain all novel findings as our finding that this endothelial layer of vessels can enhance the invasiveness of cancer cells. Thus, we will investigate how cancer cells alter
the structural, biochemical and mechanical properties of the endothelium to regulate their own invasiveness through extracellular matrices and hence, through the tissue microenvironment. Moreover, we will investigate how the mechanical properties of cancer cells regulate the functional properties such as cancer cell invasion and transendothelial migration. Finally, our research will shed light on the mechanical properties of cancer cells and the interacting endothelium and will point out the importance of the mechanical properties as a critical determinant for the efficiency of cancer cell invasion and the overall progression of cancer. In conclusion, we suggest that the regulation of the endothelial cell’s biomechanical properties by cancer cells and the mechanical properties of cancer cells are a critical determinants of cancer cell invasiveness and may affect the future development of new cancer treatments.

Claudia Mierke

6.2 Phagocytized beads reduce the \(\alpha5\beta1\) integrin facilitated invasiveness of cancer cells by regulating cellular stiffness

C.T. Mierke

Cell invasion through the extracellular matrix (ECM) of connective tissue is an important biomechanical process, which plays a prominent role in tumor progression. The malignancy of tumors depends mainly on the capacity of cancer cells to migrate and metastasize. A prerequisite for metastasis is the invasion of cancer cells through connective tissue to targeted organs. Cellular stiffness and cytoskeletal remodeling dynamics have been proposed to affect the invasiveness of cancer cells. Here, this study investigated whether highly invasive cancer cells are capable of invading into dense 3D-ECMs with an average poresize of 1.3 or 3.0 \(\mu\text{m}\) when phagocytized beads (2.7 and 4.5 \(\mu\text{m}\) diameter) increased their cellular stiffness and reduced their cytoskeletal remodeling dynamics compared to weakly invasive cancer cells. The phagocytized beads decreased the invasiveness of the \(\alpha5\beta1\) (high) cancer cells into 3D-ECMs, whereas the invasiveness of the \(\alpha5\beta1\) (low) cancer cells was not affected. The effect of phagocytized beads on the highly invasive \(\alpha5\beta1\) (high) cells was abolished by specific knock-down of the \(\alpha5\) integrin subunit or addition of an anti-\(\alpha5\) integrin blocking antibody. Furthermore, the reduction of contractile forces using MLCK and ROCK inhibitors abolished the effect of phagocytized beads on the invasiveness of \(\alpha5\beta1\) (high) cells. In addition, the cellular stiffness of \(\alpha5\beta1\) (high) cells was increased after bead phagocytosis, whereas the bead phagocytosis did not alter the stiffness of \(\alpha5\beta1\) (low) cells. Taken together, the \(\alpha5\beta1\) integrin dependent invasiveness was reduced after bead phagocytosis by altered biomechanical properties, suggesting that the \(\alpha5\beta1\) (high) cells need an appropriate intermediate cellular stiffness to overcome the steric hindrance of 3D-ECMs, whereas the \(\alpha5\beta1\) (low) cells were not affected by phagocytized beads.
6.3 Physical break-down of the classical view on cancer cell invasion and metastasis

C.T. Mierke

Eight classical hallmarks of cancer have been proposed and are well-defined by using biochemical or molecular genetic methods, but are not yet precisely defined by cellular biophysical processes. To define the malignant transformation of neoplasms and finally reveal the functional pathway, which enables cancer cells to promote cancer progression, these classical hallmarks of cancer require the inclusion of specific biomechanical properties of cancer cells and their microenvironment such as the extracellular matrix and embedded cells such as fibroblasts, macrophages or endothelial cells. Nonetheless a main novel ninth hallmark of cancer is still elusive in classical tumor biological reviews, which is the aspect of physics in cancer disease by the natural selection of an aggressive (highly invasive) subtype of cancer cells. The physical aspects can be analyzed by using state-of-the-art biophysical methods. Thus, this review will present current cancer research in a different light and will focus on novel physical methods to investigate the aggressiveness of cancer cells from a biophysicist's point of view. This may lead to novel insights into cancer disease and will overcome classical views on cancer. In addition, this review will discuss how physics of cancer can help to reveal whether cancer cells will invade connective tissue and metastasize. In particular, this review will point out how physics can improve, break-down or support classical approaches to examine tumor growth even across primary tumor boundaries, the invasion of single or collective cancer cells, transendothelial migration of cancer cells and metastasis in targeted organs. Finally, this review will show how physical measurements can be integrated into classical tumor biological analysis approaches. The insights into physical interactions between cancer cells, the primary tumor and the microenvironment may help to solve some "old" questions in cancer disease progression and may finally lead to novel approaches for development and improvement of cancer diagnostics and therapies.

6.4 The role of focal adhesion kinase in the regulation of cellular mechanical properties

C.T. Mierke

The regulation of mechanical properties is necessary for cell invasion into connective tissue or intra- and extravasation through the endothelium of blood or lymph vessels. Cell invasion is important for the regulation of many healthy processes such as immune response reactions and wound healing. In addition, cell invasion plays a role in disease-related processes such as tumor metastasis and autoimmune responses. Until now the role of focal adhesion kinase (FAK) in regulating mechanical properties of cells and its impact on cell invasion efficiency is still not well known. Thus, this review focuses on mechanical properties regulated by FAK in comparison to the mechano-regulating protein vinculin. Moreover, it points out the connection between cancer cell invasion and metastasis and FAK by showing that FAK regulates cellular mechanical properties
required for cellular motility. Furthermore, it sheds light on the indirect interaction of FAK with vinculin by binding to paxillin, which then impairs the binding of paxillin to vinculin. In addition, this review emphasizes whether FAK fulfills regulatory functions similar to vinculin. In particular, it discusses the differences and the similarities between FAK and vinculin in regulating the biomechanical properties of cells. Finally, this paper highlights that both focal adhesion proteins, vinculin and FAK, synergize their functions to regulate the mechanical properties of cells such as stiffness and contractile forces. Subsequently, these mechanical properties determine cellular invasiveness into tissues and provide a source sink for future drug developments to inhibit excessive cell invasion and hence, metastases formation.

6.5 Tetracycline-encapsulated P(3HB) microsphere-coated 45S5 Bioglass-based scaffolds for bone tissue engineering

D. Meng*, L. Francis†, I.D. Thompson‡, C.T. Mierke H. Huebner, §, A. Amtmann§, I. Roy†, A.R. Boccaccini*

*Department of Materials, Imperial College London
†Department of Molecular and Applied Biology, University of Westminster, London
‡Biomaterials Unit, Dental Institute, Kings College London
§Institute of Bioprocess Engineering, University of Erlangen, Nürnberg

Bioglass-based scaffolds for bone tissue engineering have been developed, which can also serve as carriers for drug delivery. For this, P(3HB) microspheres (PMSs) loaded with tetracycline were fabricated and immobilised on the scaffold surfaces by a modified slurry dipping technique. The sustained drug delivery ability in simulated body fluid was confirmed by using UV-Vis absorption spectroscopy measurements. The MTT assay using mouse fibroblast cells provided evidence that the tetracycline loaded microspheres produced in this study show limited cytotoxicity. The scaffolds developed in this work provide mechanical support, adequate 3D surface roughness, bioactivity and controlled drug delivery function, and are thus interesting candidates for bone tissue engineering applications.

6.6 LMX1B is essential for the maintenance of differentiated podocytes in adult kidneys


*Institute for Molecular and Cellular Anatomy, University of Regensburg, Regensburg, Germany
†Leibniz Institute for Age Research, Fritz Lipmann Institute, Jena, Germany
Mutations of the LMX1B gene cause nail-patella syndrome, a rare autosomal-dominant disorder affecting the development of the limbs, eyes, brain, and kidneys. The characterization of conventional Lmx1b knockout mice has shown that LMX1B regulates the development of podocyte foot processes and slit diaphragms, but studies using podocyte-specific Lmx1b knockout mice have yielded conflicting results regarding the importance of LMX1B for maintaining podocyte structures. In order to address this question, we generated inducible podocyte-specific Lmx1b knockout mice. One week of Lmx1b inactivation in adult mice resulted in proteinuria with only minimal foot process effacement. Notably, expression levels of slit diaphragm and basement membrane proteins remained stable at this time point, and basement membrane charge properties also did not change, suggesting that alternative mechanisms mediate the development of proteinuria in these mice. Cell biological and biophysical experiments with primary podocytes isolated after 1 week of Lmx1b inactivation indicated dysregulation of actin cytoskeleton organization, and time-resolved DNA microarray analysis identified the genes encoding actin cytoskeleton-associated proteins, including Abra and Arl4c, as putative LMX1B targets. Chromatin immunoprecipitation experiments in conditionally immortalized human podocytes and gel shift assays showed that LMX1B recognizes AT-rich binding sites (FLAT elements) in the promoter regions of ABRA and ARL4C, and knockdown experiments in zebrafish support a model in which LMX1B and ABRA act in a common pathway during pronephros development. Our report establishes the importance of LMX1B in fully differentiated podocytes and argues that LMX1B is essential for the maintenance of an appropriately structured actin cytoskeleton in podocytes.
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Magnetic Resonance of Complex Quantum Solids

7.1 Introduction

The electronic properties of quantum-solids in which the electrons exhibit strong correlations with each other or with the lattice are particularly rich and will be of special importance in future functional materials. In addition, such solids are challenging for experiment, as well as theory, as the more than twenty five-year history of high-temperature superconductivity shows: we still do not understand the electronic structure of these systems. One particular aspect of strongly correlated electronic materials is their tendency towards nano-scale electronic phase separation. Even in perfect lattices, electronic nano-structures can form. The investigation of such materials requires the use of methods that can give detailed information. Here, magnetic resonance, on nuclei and electrons, is of particular interest as they not only have atomic scale resolution, but also yield bulk information in contrast to surface techniques. We explore the properties of these materials with tailored new techniques at the frontiers of magnetic resonance. For example, we are the leading laboratory when it comes to NMR at highest pressures and magnetic fields.

Jürgen Haase

7.2 $^{75}\text{As}$ NMR study of overdoped CeFeAsO$_{0.8}$F$_{0.2}$

D. Rybicki*, T. Meißner, G.V.M. Williams†, S.V. Chong‡, M. Lux, J. Haase

* AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, Department of Solid State Physics, Kraków, Poland
†SCPS, Victoria University of Wellington, Wellington, New Zealand
‡Callaghan Innovation Research Limited, Lower Hutt, New Zealand

We report on the results from a $^{75}\text{As}$ nuclear magnetic resonance (NMR) study of the overdoped iron pnictide superconductor CeFeAsO$_{0.8}$F$_{0.2}$. We find two As sites with different shifts at temperatures as high as 100 K, which is above the superconducting transition temperature of 39 K, and hence they cannot be attributed to the effect of
vortices in the superconducting state as previously suggested (Ghoshray et al 2009 Phys. Rev. B 79 144512). The much larger spin-lattice relaxation rate compared with that found in other pnictides without magnetic rare earth ions, and the temperature dependence of the $^{75}\text{As}$ NMR shifts for the two central lines, are consistent with the hyperfine coupling from magnetic Ce to As. The low temperature spectra indicate that there are As ions with two different quadrupole splittings. Our findings appear to be consistent with an electronic phase segregation into regions with two different F dopings or the presence of a correlated spatial charge and spin density variations.

![Figure 7.1: $^{75}\text{As}$ spectra of CeFeAsO$_{0.8}$F$_{0.2}$ at 11.75 T and at 297 K for two orientations of the external field with respect of the c axis, i.e. c||$B_0$ and c⊥$B_0$. (©IOP Publishing Ltd – see [1] for more information).](image)

Figure 7.1: $^{75}\text{As}$ spectra of CeFeAsO$_{0.8}$F$_{0.2}$ at 11.75 T and at 297 K for two orientations of the external field with respect of the c axis, i.e. c||$B_0$ and c⊥$B_0$. (©IOP Publishing Ltd – see [1] for more information).


### 7.3 Charge Inhomogeneity in Electron-Doped Pr$_{1.85}$Ce$_{0.15}$CuO$_4$ Determined with $^{63}\text{Cu}$ NMR

M. Jurkutat, J. Haase, A. Erb

*Walther-Meissner-Institute for Low Temperature Research, Garching, Germany

Nuclear Magnetic Resonance (NMR) of Cu and O has been applied successfully to probe locally the charge distribution in the CuO$_2$ plane of the hole-doped cuprates. However, for the electron-doped systems, only insufficient Cu NMR data are available. Here, with a set of new $^{63}\text{Cu}$ NMR experiments including double-resonance experiments, we examine the quadrupole interaction for a single crystal of Pr$_{1.85}$Ce$_{0.15}$CuO$_4$. From the data, we deduce that the doped electrons mainly enter the Cu 3d$_{x^2-y^2}$ orbital resulting in an almost vanishing electric field gradient. In addition, we observe a substantial
variation across the CuO$_2$ plane that, however, remains largely axially symmetric. We estimate 13% doped carriers at 15% nominal doping with a charge density variation of at least 4% for this optimally doped sample.

### 7.4 Magnetic resonance imaging at frequencies below 1 kHz

I. Hilschenz$^\ast$, R. Körber$^\ast$, H.-J. Scheer$^\ast$, T. Fedele$^\dagger$, H.-H. Albrecht$^\ast$, A.M. Cassará$^\ddagger$, S. Hartwig$^\ast$, L. Trahms$^\ast$, J. Haase, M. Burghoff$^\ast$

$^\ast$Physikalisch-Technische Bundesanstalt (PTB), Berlin, Germany
$^\dagger$Department of Neurology, Charité Campus Benjamin Franklin, Berlin, Germany
$^\ddagger$Museo Storico della Fisica e Centro Studi e Ricerche E. Fermi, Rome, Italy

Within the magnetic resonance imaging (MRI) community the trend is going to higher and higher magnetic fields, ranging from 1.5 T to 7 T, corresponding to Larmor frequencies of 63.8-298 MHz. Since for high-field MRI the magnetization increases with the applied magnetic field, the signal-to-noise-ratio increases as well, thus enabling higher image resolutions. On the other hand, MRI is possible also at ultra-low magnetic fields, as was shown by different groups. The goal of our development was to reach a Larmor frequency range of the low-field MRI system corresponding to the frequency range of human brain activities ranging from near zero-frequency (near-DC) to over 1 kHz. Here, first 2D MRI images of phantoms taken at Larmor frequencies of 100 Hz and 731 Hz will be shown and discussed. These frequencies are examples of brain activity triggered by electrostimulation of the median nerve. The method will allow the magnetic fields of the brain currents to influence the magnetic resonance image, and thus lead to a direct functional imaging modality of neuronal currents.

**Figure 7.2:** (Left) Picture of the imaging setup inside the magnetically shielded room. (Middle) schematic imaging setup showing MRI coils $B_{\text{det}} \parallel x$, $B_{\text{pol}} \parallel z$. (Right) 2D Fourier imaging sequence with gradient echo. (©Elsevier B. V. – see [1] for more information).

.dx.doi.org/10.1016/j.mri.2012.06.014
7.5 Ion and water mobility in hydrated Li-LSX zeolite studied by $^1$H, $^6$Li and $^7$Li NMR spectroscopy and diffusometry

D. Freude, S. Beckert, F. Stallmach, R. Kurzhals$^\ast$, D. Täschner$^\ast$, H. Toufar$^\dagger$, J. Kärger, J. Haase

$^\ast$Clariant Produkte GmbH, Werk Bitterfeld, Bitterfeld-Wolfen, Germany
$^\dagger$Süd-Chemie INC - a Clariant Group Company, Louisville, USA

Crystallites of zeolite LSX with a diameter of about 10 $\mu$m were synthesized. Crystals of this size are shown to allow the simultaneous investigation of intracrystalline mass transfer phenomena of water molecules and lithium ions in hydrated zeolite Li-LSX by NMR diffusometry. By MAS NMR spectroscopy with the $^1$H and $^6$Li nuclei, the water molecules and lithium ions are found to yield two signals, a major and a minor one, which may be attributed to locations in the sodalite cages and the supercages, respectively. By $^1$H and $^6$Li exchange spectroscopy the mean residence times in the sodalite cages at 373 K are found to be about 150 ms for the water molecules and about 40 ms for the lithium cations. PFG NMR self-diffusion measurements at 373 K yield a diffusivity of about $2 \times 10^{-11}$ m$^2$ s$^{-1}$ for the lithium ions, which is about one order of magnitude below the water diffusivity.

Figure 7.3: Electron microscopic picture of the LSX crystallites. (©Elsevier B. V. – see [1] for more information).

7.6 Tracing Water and Cation Diffusion in Hydrated Zeolites of Type Li-LSX by Pulsed Field Gradient NMR

S. Beckert, F. Stallmach, H. Toufar*, D. Freude, J. Kärger, J. Haase
*Süd-Chemie INC - a Clariant Group Company, Louisville, USA

The pulsed field gradient (PFG) technique of NMR is exploited for recording the time-dependent mean diffusion path lengths of both the water molecules (via $^1$H NMR) and the cations (via $^7$Li NMR) in hydrated zeolite Li-LSX. The observed propagation patterns reveal, for both the water molecules and the cations, two types of transport resistances, acting in addition to the diffusion resistance of the genuine pore network. They are attributed to the interfaces at the boundary between the purely crystalline regions (crystallites) within the Li-LSX particles (intergrowths) under study and to the external surface of either the particles themselves or crystallite aggregates within these particles. The cation diffusivity is retarded by about 1 order of magnitude in comparison with the water diffusivity. This notably exceeds the retardation of cation diffusion in comparison with water in free solution, reflecting the particular influence of the zeolite lattice on the guest mobility.

7.7 Investigation of the spin-lattice relaxation of $^{13}$CO and $^{13}$CO$_2$ adsorbed in the metal-organic frameworks Cu$_3$(btc)$_2$ and Cu$_{3-x}$Zn$_x$(btc)$_2$

F. Gul-E-Noor, D. Michel, H. Krautscheid, J. Haase, M. Bertmer

The $^{13}$C nuclear spin-lattice relaxation time of $^{13}$CO and $^{13}$CO$_2$ molecules adsorbed in the metal-organic frameworks (MOFs) Cu$_{2.97}$Zn$_{0.03}$(btc)$_2$ and Cu$_3$(btc)$_2$ is investigated over a wide range of temperatures at resonance frequencies of 75.468 and 188.62 MHz. In all cases a mono-exponential relaxation is observed, and the $^{13}$C spin-lattice relaxation times ($T_1$) reveal minima within the temperature range of the measurements and both frequencies. This allows us to carry out a more detailed analysis of the $^{13}$C spin relaxation data and to consider the influence due to the spectral functions of the thermal motion. In a model-free discussion of the temperature dependence of the ratios $T_1(T)/T_{1,min}$ we observe a motional mechanism that can be described by a single correlation time. In relation to the discussion of the relaxation mechanisms this can be understood in terms of dominating translational motion with mean jump distance being larger than the minimum distances between neighboring adsorption sites in the MOFs. A more detailed discussion of the jump-like motion observed here might be carried out on the basis of self-diffusion coefficients. From the present spin relaxation measurements activation energies for the local motion of the adsorbed molecules in the MOFs can be estimated to be 3.3 kJ/mol and 2.2 kJ/mol, for CO and CO$_2$ molecules, respectively. Finally, our findings are compared with our recent results derived from the $^{13}$C line shape analysis.
7.8 Time dependent water uptake in Cu$_3$(btc)$_2$ MOF: Identification of different water adsorption states by $^1$H MAS NMR

F. Gul-E-Noor, D. Michel, H. Krautscheid, J. Haase, M. Bertmer

The hydration process in a deuterated Cu$_3$(btc)$_2$ (d-Cu$_3$(btc)$_2$) metal-organic framework (MOF) was followed by $^1$H solid state NMR. Various hydrated states of d-Cu$_3$(btc)$_2$ are studied at definite time intervals after exposition of the MOF to atmospheric water. $^1$H MAS NMR spectra indicate different positions of the water molecules inside the Cu$_3$(btc)$_2$ framework, and a distribution of chemical shifts. The change of the different water signals with time is followed by an intensity analysis. Fast exchange dynamics is observed when the amount of water is above two molecules per copper atom.

7.9 Adsorption of Small Molecules on Cu$_3$(btc)$_2$ and Cu$_{3-x}$Zn$_x$(btc)$_2$ Metal-Organic Frameworks (MOF) As Studied by Solid-State NMR

F. Gul-E-Noor, M. Mendt, D. Michel, A. Pöppl, H. Krautscheid, J. Haase, M. Bertmer

Static and MAS $^{13}$C NMR techniques are used to investigate the interaction of CO and CO$_2$ molecules with the host structure of the MOFs Cu$_3$(btc)$_2$ and Cu$_{2.97}$Zn$_{0.03}$(btc)$_2$. A defined amount of $^{13}$C-enriched molecules per copper atom was adsorbed. The $^{13}$C chemical shift anisotropy and isotropic chemical shift were studied over a temperature range from 10 to 353 K. Already above 30 K an isotropic line for CO is found superimposed to the solidlike spectra belonging to the majority of adsorbed CO molecules. For adsorbed CO$_2$ an isotropic line can be detected above 70 K. This observation reflects differences in the local motion of both molecules. At high temperatures it is found that CO is desorbed more easily from the MOF framework in comparison to CO$_2$. This is in agreement with conclusions derived from desorption measurements on Cu$_3$(btc)$_2$. From the temperature dependence of the chemical shift for adsorbed CO$_2$ molecules (measured by means of $^{13}$C MAS NMR between 213 and 353 K) and from the deconvolution of the overlapping $^{13}$C NMR lines for adsorbed CO molecules (between 180 and 323 K), the activation energy for the local motion of the adsorbed molecules was determined as 3.3 and 6.1 kJ/mol, respectively. Additionally, the motion is accompanied by a partial desorption of the adsorbed species.

7.10  Synthesis, Crystal Structure, and Solid-State NMR Investigations of Heteronuclear Zn/Co Coordination Networks - A Comparative Study

A.V. Kuttatheyil, D. Lässig, J. Lincke, M. Kobalz, M. Baias, K. König, J. Hofmann, H. Krautscheid, C.J. Pickard, J. Haase, M. Bertmer

*Université de Lyon, Centre de RMN à très hauts champs, CNRS/ENS Lyon/UCBL, Villeurbanne, France
†Institut für Nichtklassische Chemie e. V., Leipzig, Germany
‡Department of Physics & Astronomy, University College London, London, United Kingdom

Synthesis and solid-state NMR characterization of two isomorphous series of zinc and cobalt coordination networks with 1,2,4-triazolyl benzoate ligands are reported. Both series consist of 3D diamondoid networks with four-fold interpenetration. Solid-state NMR identifies the metal coordination of the ligands, and assignment of all $^1$H and $^{13}$C shifts was enabled by the combination of $^{13}$C editing, FSLG-HETCOR spectra, and 2D $^1$H-$^1$H back-to-back (BABA) spectra with results from NMR-CASTEP calculations. The incorporation of Co$^{2+}$ replacing Zn$^{2+}$ ions in the MOF over the full range of concentrations has significant influences on the NMR spectra. A uniform distribution of metal ions is documented based on the analysis of $^1$HT$_1$ relaxation time measurements.
7.11 A Solid-Solution Approach to Mixed-Metal Metal-Organic Frameworks - Detailed Characterization of Local Structures, Defects and Breathing Behaviour of Al/V Frameworks


*Chair of Inorganic Chemistry II, Organometallics and Materials Chemistry, Ruhr-University Bochum, Bochum, Germany
†Fakultät Physik/DELTA, Technische Universität Dortmund, Dortmund, Germany

The doping of [Al(OH)L]_n [L = 1,4-benzenedicarboxylate (bdc) or 1,4-naphthalenedicarboxylate (ndc)] with vanadium ions yields crystalline porous mixed-metal solid-solution metal-organic frameworks (MOFs) of general formula [(AlOH)]_{1-x}(VO)_x L)_n (x can be varied in the whole range from 0 to 1). Several characterization methods, including powder X-ray diffraction (PXRD), electron paramagnetic resonance (EPR), solid-state NMR and FTIR spectroscopy, strongly support the effective incorporation of vanadium cations. The Al/V-doped MOFs are isostructural to the parent monometallic MOFs and show a characteristic uniform dependence of the cell parameters on the metal ratios. Detailed spectroscopic investigation provided evidence that the introduced species are fairly well ordered. Interestingly, for low amounts of doped vanadium for both activated and as-synthesized Al/V phases, the EPR results revealed the presence of vanadyl units as local defects in pseudo-octahedral or square-pyramidal environments, which are different from those in the parent MIL-47(V). This observation matches the nonlinear response of the adsorption properties on variation of the composition. Remarkably, the presence of such mixed Al/V chains strongly affects the breathing behaviour of the materials. Both CO_2 sorption and in situ PXRD studies validated a gradual change from highly flexible (with easily induced phase transitions) to totally rigid structures upon increasing vanadium content.


C. Gabriel*, C.P. Raptopoulou†, A. Terzis†, V. Psycharis†, F. Gul-E-Noor, M. Bertmer, C. Mateescu†, A. Salifoglou*

*Department of Chemical Engineering, Laboratory of Inorganic Chemistry, Aristotle University of Thessaloniki, Thessaloniki, Greece
Poised to understand the influence of O- and S-heteroatoms on the chemical reactivity of dicarboxylic acids toward Pb(II), leading to crystalline metal-organic hybrid materials with distinct lattice architecture, dimensionality, and spectroscopic properties, the synthesis and physicochemical properties of binary/ternary Pb(II)-(O,S)-dicarboxylic acid-(phenanthroline) systems was investigated in aqueous media. pH-specific hydrothermal reactions of Pb(II) with O- and S-dicarboxylic acid ligands and phenanthroline (phen) afforded the variable dimensionality metal-organic Pb(II) polymers $[\text{Pb}_3(\text{oda})_3]_n$ (1), $[\text{Pb}(\text{phen})(\text{oda})]_n$ (2), $[\text{Pb}(\text{tda})]_n$ (3), and $[\text{Pb}(\text{phen})(\text{tda})]_n$ (4). The choice of O- vs S-ligands in the aqueous systems of Pb(II) and phenanthroline is linked to the emergence of distinct lattice composition-dimensionality (2D-3D) changes at the binary and ternary level, bestowing spectroscopic fingerprint identity to Pb(II) coordination and luminescence activity.

7.13 H$_2$, D$_2$ and HD adsorption upon the metal-organic framework $[\text{Cu}_{2.97}\text{Zn}_{0.03}(\text{btc})_2]_n$ studied by pulsed ENDOR and HYSCORE spectroscopy

B. Jee, M. Hartmann*, A. Pöppl

*Erlangen Catalysis Resource Center, Universität Erlangen-Nürnberg, Erlangen, Germany

The adsorption of hydrogen has become interesting in terms of gas separation as well as safe and reversible storage of hydrogen as an energy carrier. In this regard, metal-organic framework compounds are potential candidates. The metal-organic framework $[\text{Cu}_{2.97}\text{Zn}_{0.03}(\text{btc})_2]_n$ as a partially Zn-substituted analogue of the well known compound HKUST-1 is well suited for studying adsorption geometries at cupric ions by electron paramagnetic resonance (EPR) methods due to the formation of few mixed Cu/Zn paddle wheel units with isolated $S = 1/2$ electron spins. The adsorption of hydrogen (H$_2$) as well as the deuterium (D$_2$) and HD molecules were investigated by continuous wave EPR and pulsed ENDOR and HYSCORE spectroscopy. The principal values of the proton and deuterium hyperfine coupling tensors $A^H$ and $A^D$ were determined by spectral simulations as well as of the deuterium nuclear quadrupole tensor $Q^D$ for adsorbed HD and D$_2$. The results show a side-on coordination of HD and D$_2$ with identical Cu-H and Cu-D distances $r_{\text{CuX}} = 2.8$ Åwith the tensors $A^{H,D}$ and $Q^D$ aligned parallel to the C$_4$ symmetry axis of the paddle wheel unit. A thermodynamic non-equilibrium state with $J = 1$, $m_J = \pm 1$ is indicated by the experimental data with $A^{H,D}$ and $Q^D$ averaged by rotation around C$_4$. 
A Combined Pulsed Electron Paramagnetic Resonance Spectroscopic and DFT Analysis of the \(^{13}\)CO\(_2\) and \(^{13}\)CO Adsorption on the Metal-Organic Framework Cu\(_{2.97}\)Zn\(_{0.03}\)(btc)\(_2\)

B. Jee, P. St. Petkov\(^\ast\), G. N. Vayssilov\(^\ast\), T. Heine\(^\dagger\), M. Hartmann\(^\ddagger\), A. Pöppl

\(^\ast\)Faculty of Chemistry and Pharmacy, University of Sofia, Sofia, Bulgaria

\(^\dagger\)School of Engineering and Science, Jacobs University Bremen, Bremen, Germany

\(^\ddagger\)Erlangen Catalysis Resource Center, Universität Erlangen-Nürnberg, Erlangen, Germany

Cu\(_3\)(btc)\(_2\) (btc = 1,3,5-benzenetricarboxylate), also called HKUST-1, is one of the well-known representatives of the metal-organic framework (MOF) compounds. It exhibits a large surface area and a high pore volume. Due to the coordinatively unsaturated metal centers as preferential adsorption sites, Cu\(_3\)(btc)\(_2\) is particularly interesting for the separation of CO\(_2\) and CO in gaseous mixtures. We studied the interactions of \(^{13}\)C-enriched carbon dioxide (\(^{13}\)CO\(_2\)) and carbon monoxide (\(^{13}\)CO) with the Cu\(^{2+}\) centers in the zinc-substituted homologue Cu\(_{2.97}\)Zn\(_{0.03}\)(btc)\(_2\) using continuous wave (cw) and pulsed electron paramagnetic resonance (EPR) spectroscopy (Davies or Mims electron nuclear double resonance (ENDOR) and hyperfine sublevel correlation (HYSCORE)).

Upon adsorption of \(^{13}\)CO\(_2\) and \(^{13}\)CO, the coordination geometry of the Cu\(^{2+}\) centers changed from square planar to square pyramidal. The cupric ion g-tensor and the \(^{63}/^{65}\)Cu hyperfine coupling tensor \(A^{Cu}\) show the changes in the ligand field of Cu\(^{2+}\). Moreover, the interaction with the \(^{13}\)C nuclei of the gas molecules is reflected in the isotropic coupling constant \(A^{iso\ C}\) and the dipolar coupling parameter \(T^{C}\) which are derived from the \(^{13}\)C hyperfine coupling tensor \(A^{C}\) obtained by the pulsed EPR experiments. From the experimentally obtained parameters, we derived a geometrical model for the adsorption of \(^{13}\)CO\(_2\) and \(^{13}\)CO at the Cu\(^{2+}\) ions that is consistent with our DFT calculations. The \(^{13}\)CO molecule is found to coordinate linearly at the Cu\(^{2+}\) center via the \(^{13}\)C atom and perpendicular to the CuO\(_4\) plane with a Cu-C distance of \(r^{CuC} = 2.57(10)\) Å (DFT, 2.42 Å). The \(^{13}\)CO\(_2\) molecule is coordinated slightly tilted via the O atom with a Cu-C distance of \(r^{CuC} = 3.34(10)\) Å (DFT, 3.27 Å). The Cu-O distance for adsorbed \(^{13}\)CO\(_2\) is not directly accessible to EPR measurements but could be estimated from geometrical considerations in the range of \(r^{CuO} = 2.53-2.73\) Å (DFT, 2.39 Å). The results provide detailed insight into the geometry of adsorbed CO\(_2\) and CO in porous materials and show the potential of EPR spectroscopy for analyzing adsorption complexes.

Figure 7.5: Schematic representation of the coordination geometry of $^{13}$CO adsorbed at Cu$^{2+}$ ions in [Cu$_{2.97}$Zn$_{0.03}$(btc)$_2$]$_n$, derived from pulsed ENDOR and HYSCORE experiments. The z-axes of the g- and A$^C$-tensor are coaxial ($\beta = 0^\circ$). The Cu-$^{13}$C distance is $r_{\text{CuC}} = 2.57$ Å. (©American Chemical Society – see [1] for more information).

7.15 Superhyperfine Interactions of the Nitrogen Donors in 4H SiC Studied by Pulsed ENDOR and TRIPLE ENDOR Spectroscopy

D.V. Savchenko*,†, E.N. Kalabukhova†, E.N. Mokhov‡, A. Pöppl

*Institute of Physics, AS CR, Prague, Czech Republic
†V.E. Lashkaryov Institute of Semiconductor Physics, NASU, Kiev, Ukraine
‡A.F. Ioffe Physical Technical Institute, RAS, St. Petersburg, Russia

The nitrogen donors residing at quasi-cubic lattice site (N$_k$) in 4H SiC were investigated by field sweep electron spin echo (FS ESE), pulsed electron nuclear double resonance (ENDOR) and pulsed General TRIPLE ENDOR spectroscopy. The $^{29}$Si and $^{13}$C superhyperfine lines observed in the FS ESE and ENDOR spectra of N$_k$ in n-type 6H SiC were assigned by pulsed General TRIPLE resonance spectroscopy to the specific carbon (C) and silicon (Si) atoms located in the nearest environment of N$_k$ in 4H SiC. The superhyperfine interaction constants and their relative signs for N$_k$ with $^{29}$Si and $^{13}$C nuclei located in the nearest-neighbor shells are found from the General TRIPLE
ENDOR spectra to be positive for C atoms and negative for Si atoms.

7.16 Combined proton NMR wideline and NMR relaxometry to study SOM-water interactions of cation-treated soils

G.E. Schaumann*, D. Diehl†, M. Bertmer, A. Jäger*, P. Conte‡, G. Alonzo‡, J. Bachmann‡

*University of Koblenz-Landau, Institute for Environmental Sciences, Department of Environmental and Soil Chemistry, Landau, Germany
†Dipartimento dei Sistemi Agro-Ambientali, Università degli Studi di Palermo, Palermo, Italy
‡Leibniz University Hannover, Institute of Soil Science, Hannover, Germany

Focusing on the idea that multivalent cations affect SOM matrix and surface, we treated peat and soil samples by solutions of NaCl, CaCl2 or AlCl3. Water binding was characterized with low field 1H-NMR-relaxometry (20 MHz) and 1H wideline NMR spectroscopy (400 MHz) and compared to contact angles. From 1H wideline, we distinguished mobile water and water involved in water molecule bridges (WaMB). Large part of cation bridges (CaB) between SOM functional groups are associated with WaMB. Unexpectedly, 1H NMRrelaxometry relaxation rates suggest that cross-linking in the Al-containing peat is not stronger than that by Ca. The relation between percentage of mobile water and WaMB water in the context of wettability and 1H NMR relaxation times confirms that wettability controls the water film surrounding soil particles. Wettability is controlled by WaMB-CaB associations fixing hydrophilic functional groups in the SOM interior. This can lead to severe water repellency. Wettability decreases with increasing involvement of functional groups in CaB-WaMB associations. The results demonstrate the relevance of CaB and WaMB for the dynamics of biogeochemical and hydrological processes under field conditions, as only a few percent of organic matter can affect the physical, chemical, and biological functioning of the entire 3-phase ecosystem.

7.17 Restructuring of a Peat in Interaction with Multivalent Cations: Effect of Cation Type and Aging Time

Y.K. Mouvenchery*, A. Jäger*, A.J.A. Aquino†, D. Tunega‡, D. Diehl*, M. Bertmer, G.E. Schaumann*

*University of Koblenz-Landau, Institute for Environmental Sciences, Department of Environmental and Soil Chemistry, Landau, Germany
†University of Natural Resources and Life Sciences, Vienna Institute of Soil Research, Vienna, Austria

It is assumed to be common knowledge that multivalent cations cross-link soil organic matter (SOM) molecules via cation bridges (CaB). The concept has not been explicitly
demonstrated in solid SOM by targeted experiments, yet. Therefore, the requirements for and characteristics of CaB remain unidentified. In this study, a combined experimental and molecular modeling approach was adopted to investigate the interaction of cations on a peat OM from physicochemical perspective. Before treatment with salt solutions of Al$^{3+}$, Ca$^{2+}$ or Na$^{+}$, respectively, the original exchangeable cations were removed using cation exchange resin. Cation treatment was conducted at two different values of pH prior to adjusting pH to 4.1. Cation sorption is slower (≈2 h) than deprotonation of functional groups (<2 h) and was described by a Langmuir model. The maximum uptake increased with pH of cation addition and decreased with increasing cation valency. Sorption coefficients were similar for all cations and at both pH. This contradicts the general expectations for electrostatic interactions, suggesting that not only the interaction chemistry but also spatial distribution of functional groups in OM determines binding of cations in this peat. The reaction of contact angle, matrix rigidity due to water molecule bridges (WaMB) and molecular mobility of water (NMR analysis) suggested that cross-linking via CaB has low relevance in this peat. This unexpected finding is probably due to the low cation exchange capacity, resulting in low abundance of charged functionalities. Molecular modeling demonstrates that large average distances between functionalities (3 nm in this peat) cannot be bridged by CaB-WaMB associations. However, aging strongly increased matrix rigidity, suggesting successive increase of WaMB size to connect functionalities and thus increasing degree of cross-linking by CaB-WaMB associations. Results thus demonstrated that the physicochemical structure of OM is decisive for CaB and aging-induced structural reorganisation can enhance cross-link formation.

7.18 Ultraslow Li Exchange Processes in Diamagnetic Li$_2$ZrO$_3$ As Monitored by EXSY NMR

P. Bottke$^*$, D. Freude, M. Wilkening$^*$

$^*$Institute for Chemistry and Technology of Materials, Graz University of Technology, Graz, Austria

Two-dimensional (2D) $^6$Li exchange magic angle spinning (MAS) nuclear magnetic resonance (NMR) spectroscopy was used to probe extremely slow lithium hopping processes in a polycrystalline powder sample of lithium zirconate, Li$_2$ZrO$_3$. In agreement with the crystal structure of Li$_2$ZrO$_3$, the $^6$Li MAS NMR spectra recorded are composed of two signals (-0.10 and 0.26 ppm) with equal intensity. They reflect the two magnetically (and electrically) inequivalent Li sites in Li$_2$ZrO$_3$. The mixing-time dependent 2D MAS NMR spectra, which were acquired at a bearing gas temperature of ca. 310 K, clearly reveal off-diagonal intensities indicating Li exchange processes with exchange rates as low as 60 jumps/hour. To our knowledge, this is by far one of the slowest Li solid-state diffusion processes ever probed by $^6$Li 2D exchange MAS NMR spectroscopy.
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Nuclear Solid State Physics

8.1 Introduction

The division of Nuclear Solid State Physics changed its scope of research activities closer to questions of material modification and investigation. One topic in this new direction is the production of artificial single defects in solids, like colour centres in diamond. Defect centres, like the NV centre, became in the last decade an attract attention due to their extraordinary quantum mechanical properties even at room temperature. This makes them applicable as highly sensitive magnetic sensors or for the fabrication of a quantum computer. We perform the production of these centres by using single ion implantation for a large number of research groups all over the world. Highlights of these cooperations in the year 2013 are the nuclear magnetic resonance (NMR) spectroscopy of a 5 nm sample volume [1] and the first entanglement of two NV centres [2]. Both papers were generated in cooperation with the group of Jörg Wrachtrup in Stuttgart. Main tool to prepare these samples is a nanoimplanter for low energy ion implantation using a pierced AFM-tip (Fig. 8.1). The system is able to achieve a lateral resolution below 15 nm and is installed and renewed at the new joint lab founded by the Leibniz-Institut für Oberflächenmodifizierung e.V. Leipzig (IOM) and the NFP department. Beside these unique implantation tools, we set up a new optical lab with a

![Figure 8.1: Nanoimplanter for low energy ion implantation using a pierced AFM-tip: (a) exterior view, (b) interior view.](image)
confocal microscope and single defect spectroscopy as well as an electron microscope. We also modify the accelerator of the high energy ion microprobe LIPSION in order to accelerate heavy ions. This tool is now able to focus, e.g., nitrogen ions down to a size of a few micrometers. Additionally, we start to set up a new 150 kV implanter for nearly all types of ion species. However, the set up or rebuilding of these new equipment cost a large amount of effort. I am very happy, that we nevertheless achieved some new results like the electrical switching of NV centres using PIN junctions as well as in the study of biological questions with nano particles.

We gratefully acknowledge the financial support of our research by the DFG (FOR 1493), the VW Foundation, the BMBF, the EU, and cooperations with academic and industrial partners.

Jan Meijer


8.2 Active charge state control of NV colour centres using planar pin-junctions in diamond

J. Lehnert, M. Mensing, R. Karsthof*, C. Ronning†, A. Lohrmann‡, M. Grundmann*, S. Pezzagna, J. Meijer

*Division of Semiconductor Physics
†Institute for Solid State Physics, Friedrich-Schiller-Universität Jena
‡RUBION, Ruhr-Universität Bochum

The manufacturing of the quantum-computer is one of the main challenges in the 21st century. Therefore, the so called nitrogen-vacancy (NV) centre is very important, because they can be used as qubits. Qubits are the centrepiece of the quantum computer and are utilised by the controlled charge state manipulation from NV\(^{-}\) over NV\(^{0}\) to NV\(^{+}\) and the individual addressing of the centres. In this work, we present the charge state control from NV\(^{-}\) to NV\(^{0}\) by applying a voltage at a p-i-n diode structure. These diodes were fabricated in CVD-diamond by ion implantation with support of UV-lithographic methods. For the p-type region and the n-type we used B and P implantation, respectively (Fig. 8.2). The i-layer thickness in the diodes varied between 6 \(\mu\)m and 13 \(\mu\)m. The diodes were characterised by measuring of the I-V-characteristics. These measurements were performed at room temperature after several annealing steps at 1200 °C and 1600 °C each for 4 h. The pure diode I-V-characteristic was obtained only after the sample was annealed at the temperature of 1600 °C. By applying a voltage on the diode, it was possible to change the charge state of several NV-centres in an ensemble (Fig. 8.3). This change is caused by shifting of the Fermi level within the i-gap of the diode. Computer simulations of the I-V characteristics were performed to confirm the shifting of the Fermi level in the diode.
Figure 8.2: SRIM simulations for B with 70 keV (orange) and P with 95 keV (blue) as well as a schematic picture of the produced pin-diodes.

Figure 8.3: Electroluminescence picture of the NV-centres in the intrinsic layer of the pin-diode (left) and the difference of the spectra for the voltages +30 V and −30 V (right).

8.3 Passive charge-state control of Nitrogen-Vacancy centres in diamond using phosphorus and boron doping


*RUBION, Ruhr-Universität Bochum
†QUANTUM, Universität Mainz
‡Laboratoire Aimé Cotton, CNRS, France
§Université Paris-Sud, France
¶École Normale Supérieure de Cachan, France
∥Université Paris 13, Sorbonne Paris Cité, France
∗∗Laboratoire des Sciences des Procédés et des Matériaux (CNRS UPR 3407), Villetaneuse, France
††College of Staten Island and the Graduate Center of The City University of New York, USA

The control and stabilization of the charge state of nitrogen-vacancy (NV) centres in diamond is an important issue for the achievement of reliable processing of spin-based
quantum information [1]. NV centres can be found in different charge states (NV\(^{-}\), NV\(^{0}\), NV\(^{+}\)) in the same diamond sample, depending mainly on their close environment. However, only the negative form of the defect possesses the unique optical and spin properties suitable to use single NV centres as room-temperature qu-bits. Therefore, we have been searching for different ways of controlling or stabilizing the NV charge state [2, 3]. The active control between NV\(^{0}\) and NV\(^{-}\) using a p-i-n diode structure can be found in section 8.2. In this project, we investigate the effect of donors or acceptors (Fig. 8.4(a)) on the charge state of NV centres. In this purpose, P (donor) and B (acceptor) doping of diamond has been achieved by ion implantation, which enables a targeted doping directly close to the NV centres (Fig. 8.4(b),(c)). More particularly, ensembles of NV centres have been produced at a depth of 60 nm in ultrapure diamond by implantation of nitrogen ions. Overlapping with the NV ensembles, donor and acceptor doped regions of different doping levels are prepared by ion implantation of P and B followed by annealing in vacuum at 1500 °C. The charge state of the NV centres is then investigated using a home-made scanning confocal fluorescence microscope equipped with a spectrometer. NV\(^{0}\) and NV\(^{-}\) possess distinct and well-known fluorescence with zero-phonon lines at 575 nm and 637 nm, respectively. It can be seen in Fig. 8.4(d),(e) that the charge state of the NV centres is controlled by the presence of P or B atoms in

**Figure 8.4:** (a) Simplified energy levels of substitutional P, N, and B in the bandgap of diamond. (b) Ion implantation scheme used to produce an overlap between the NV ensemble and B or P doped regions. (c) Optical view of the selected places for implantation on the as-grown CVD layer. (d) Effect of co-doping with B and P (1 × 10\(^{13}\) cm\(^{-2}\)) on the charge state of an ensemble of NV centres. The spectra are taken in the undoped NV ensemble (black), in the P doped region (red), and in the B doped region (blue) in the case of an O-termination of the (100) surface of diamond. (e) Difference spectra comparing respectively the P doped region (red) and the B doped region (blue) with the undoped ensemble of NV centres.
their neighbourhood. The spectral measurements on the ensemble of NV centres reveal a higher amount of NV$^0$ in the case of B and a higher amount of NV$^-$ in the case of P, as compared with undoped regions. This behavior is strengthened when the doping level is increased. This is an important result, however, the presence of P or B may reduce the coherence time of the electron spins and further experiments are in preparation. As well, the P and B doping will also be studied on single NV centres.

Interestingly, the charge state control of not only NV centres but of other defects in diamond is possible by these means. As an example, we could observe some “native” Si-vacancy defects in our sample, the charge state of which was also tuned (SiV$^-$ with a zero-phonon line at 738 nm).


8.4 Writing and Imaging Nanostructures of Single Defects in Diamond

N. Raatz*, J. Meijer, S. Pezzagna

*RUBION, Ruhr-Universität Bochum

In the last years quantum information processing developed very fast and progressive. One promising way to realise a solid state quantum computer is doping solids with single atoms. Among the variety of doping possibilities one prominent candidate is the Nitrogen Vacancy (NV) centre in diamond.

This long-known defect (present in most of natural diamonds) can easily be created by N implantation followed by thermal annealing. It possesses strong optical absorption and fluorescence which enables the optical imaging of single NV centres.

The NV centre exists in three different charge states: neutral (NV$^0$), negatively (NV$^-$) and positively charged (NV$^+$). The electron spin associated to the negative NV$^-$ can be polarised and read out optically. Moreover, the coherence time of the electron spin can reach ms at room temperature in ultrapure diamond samples. Therefore, the NV centre can be used as a qubit. The entanglement of NV-qubits has already been demonstrated at room temperature [1, 2].

In order to create scalable structures based on coupled NV centres one needs to place single NV centres within distances of a few tens of nanometres. To realise the addressing of single NVs within this resolution, we developed a unique technique to implant single ions with an accuracy of below 10 nm in all three dimensions.

The nano implanter is a combination of an atomic force microscope (AFM) with a pierced hollow tip (Fig. 8.5(b)) and a low energy ion source (keV range). The drilling of the AFM tip is made with a focussed ion beam (see Fig. 8.5(a)). The collimation through this hole results in a very small ion beam about a few nm in diameter. An ion gun with a gas source provides a broad range of ion types and an integrated electron multiplier allows the detection of single ions. The created NV-pattern could be imaged with a stimulated emission depletion (STED) microscope (see Fig. 8.5(c)).
This year we moved the nano implanter in a joint lab at the Leibniz-Institut für Oberflächenmodifizierung e.V. Leipzig (IOM).


8.5 Targeted creation and control of shallow NV centres

S. Pezzagna, J. Meijer

The nitrogen-vacancy (NV) defect centre in diamond has attracted a lot of attention in the last decade. Due to unique optical and spin properties, single NV centres are nowadays used as magnetometers or single-photon sources and are promising qubits for quantum information processing at room temperature [1–3]. However, quantum devices, based on the interaction between the spins associated to single NV centres, do require the ability to create scalable arrays of such centres with high resolution.

Low kinetic energy single-ion beam implantation enables to address atoms within a few nanometres in all three dimensions [4]. This technique seems to be the only way to produce an array of, e.g., NV centres with suitable precision as needed to fabricate a quantum array.

However, whereas the entanglement between two NV is shown, concepts of the readout and addressing of a large number of NV centres within in distance of a few nanometre is still missing. A possible solution is may be the charge state control of the NV centre [3]. But the engineering of this type of device is difficult.
8.6 Diffusion of NVs in diamond

D. Wildanger*, S. Pezzagna, J.-F. Roch†, J. Meijer

*Department of NanoBiophotonics, Max Planck Institute for Biophysical Chemistry Göttingen
†Centre National de la Recherche Scientifique (CNRS), École normale supérieure (ENS), Laboratoire Aimé Cotton (LAC), Cachan, France

Ion implantation is only the first step towards the creation of quantum devices based on NV centres in diamond. Producing artificial NV defect centres using nitrogen implantation also requires repairing the crystal implantation defects, creating the N–V bonds and stabilizing the NV charge state. This is commonly done by annealing the samples in a vacuum furnace at a temperature between (800 – 1000) °C. Unfortunately, the creation yield of NV centres (conversion from N to N–V) is small for low ion energies; a few percent or less. Possible solutions to increase it are: a post irradiation and annealing process, a subsequent overgrowth to bury the shallow NV centres, or a surface treatment to find a suitable termination of the surface.

In this study, we investigated the diffusion and temperature stability of the NV defect centre using the combination of two methods. The idea is to check whether NV centres diffuse during a high temperature treatment (here, 1100 °C during 30 min). The first method consists simply in imaging a chosen pattern of NV centres before and after annealing and to evaluate whether the distance between the NV centres has changed. This is done using scanning confocal fluorescence microscopy with gives the possibility to image single defects. The separation power is somehow limited to ~ 250 nm, however the centre of mass of the so called “confocal spots” can be accurately measured (with a precision in the order of 5 nm) thanks to the brightness of the single NV centres. Within this limit, no movement of the NV centres could be observed. Therefore, a second method has been employed, based on the detection of Zeeman splitting on the electron spin of the NV centres using optically detected magnetic resonance (ODMR). The NV centres can have four different orientations in the diamond crystal lattice. By applying a magnetic field to the diamond sample, it is possible to determine in which of these four possible orientations a single NV centre is. Therefore, in the case a NV would diffuse, it is expected to see a change in orientation of the N–V bond, which would be the basic step of a diffusion process. For five selected NV centres, we did not observe any change in the electron paramagnetic resonance (EPR) signal (Fig. 8.6). We found no indication of a NV movement even at this temperature of 1100 °C for 30 min. This is a very important result for the engineering of quantum computer using NV centres in the future: a modification of, e.g., a stack of NV centres (by adding an additional NV center) is possible without destroying or even changing the stack.
8.7 Improving the lateral resolution in ion beam analysis by deconvolution of the point spread function of a nuclear microprobe

M. Mensing, J. Lehnert, J.L. Barzola-Quiquia*, J. Meijer, D. Spemann

*Division of Superconductivity and Magnetism

The precise knowledge of the point spread function (PSF) of a nuclear microprobe should allow to improve the lateral resolution of maps created in ion beam analysis (IBA) using mathematical deconvolution. Therefore, a resolution standard for high current ion beam applications like, e.g., particle induced X-ray emission (PIXE) or Rutherford backscattering spectrometry (RBS) was developed, fabricated and characterized. The standard consists of two concentric structures made of thick Ti film on a glassy C substrate in order to ensure elemental and topographical contrast in the IBA method used for imaging with a sufficiently high yield to avoid unreasonably long measurement times. In addition, the deconvolution software PSFinder was developed and optimized for the resolution standard. Both were used to determine the PSF of the ion nanoprobe LIPSION at the Universität Leipzig. The dimensions of the PSF were cross-checked with measurements of Cu- and Ni-meshes, where good agreement was obtained. Furthermore, PSFinder was used to increase the resolution of several element maps leading to a decrease of the edge full width at half maximum by up to 45 % after a deconvolution for structures of known dimensions. Moreover, different element maps with a low signal-to-noise ratio were deconvolved using a deconvolution algorithm based on the Wiener filter in order to investigate the limits of this approach. Here, the result was a clear improvement of the contrast and the resolution of the structures in the
map. A quantification of the improvement, however, was difficult in these cases due to the low signal-to-noise ratio in the original images. Enabling the improvement of the resolution of elemental maps, the developed resolution standard and the associated deconvolution software PSFinder are now integrated in the measurement protocol of the ion beam laboratory LIPSION.

8.8 Study of LbL self-assembled particles and capsules

O. Naumov†‡, C. Lan†‡, St. Jankuhn, U. Reibetanz

†Institute for Medical Physics and Biophysics
‡Division of Nuclear Solid State Physics

Layer-by-Layer (LbL) coated microcarriers represent a novel group of drug delivery systems which is gaining greater recognition in medical applications. The modular design of the polymer multilayer provides a multifunctional transport system: The step-by-step assembly of oppositely charged biocompatible and biodegradable polyelectrolytes on a dissolvable core allows the fabrication of polyelectrolyte multilayer capsules and simultaneous integration of active substances. Due to surface modifications the particle- or capsule-based delivery systems permit a local, target-oriented transport and time-controlled release of active agents, e.g. cancer therapeutics or anti-inflammatory substances, into certain cells or tissues. The possibility to adjust the amount of transported active agents allows to minimize side-effects of therapeutics [1].

The understanding of uptake and processing of the carriers in cells and organs play a major role concerning the development of new drug delivery systems. Hence, in the first part of this project the design of a microcarrier system for visualization of cytoplasmic processing is focused using nanoparticles as reporters followed by investigating uptake, delayed release of the reporters, and their intracellular distribution within the cell in order to provide information about the effective transport of active agents. Thus, spherical cores (CaCO$_3$) were coated with protamine/dextrane sulfate (PRM/DXS) basis multilayer and Fe$_3$O$_4$-magnetite nanoparticles (MNPs). MNPs were successfully integrated into the multilayers in different layer depths and layer numbers to demonstrate the variety of transportation of active agents. After co-incubation with Vero cells for 48 h, 72 h, 96 h, and 120 h microcarriers were detected by means of confocal laser scanning microscopy (CLSM) (Fig. 8.7(a),(b)). The direct localization of the carriers within the cytoplasm is supported by staining of cell compartments or core of the microcarrier. Here, the use of a highly effective staining for lysosomes enables the detection of microcarriers in endolysosomes [2]. In comparison, the decomposition of the multilayers in cytoplasm were visualized via particle induced X-ray emission (PIXE) spectrometry to show the advantage of multi-layered transport of active agents over single application (see Fig. 8.7(c)) [3].

In the second part of this project, hollow microcapsules were produced by one time of core dissolution with 0.1 M ethylenediaminetetraacetic acid disodium salt dihydrate (Na$_2$EDTA) followed by three times of water washing [4]. Controlled by CLSM (Fig. 8.8(a)-(c)), no observable Ca from the core was detected by PIXE (Fig. 8.8(d)) but traces of S and Cl from the polyelectrolyte layers — now: synthetic polymers poly(sodium 4-styrenesulfonate)/poly(allylamine hydrochloride) (PSS/PAH) — could
Figure 8.7: LbL-coated CaCO$_3$ microcarriers with MNPs integrated in layers 6, 10, and 14 after co-incubation with Vero cells for 120 h: (a) CLSM fluorescence image of a cell stained with Lysotracker-FITC (green) and with microcarriers in the cytoplasm (white arrows); (b) CLSM image of the transmission channel; (c) PIXE map of the Fe distribution on the microcarriers.

be found (Fig. 8.8(e),(f)) which means the thorough elimination of the colloidal cores while preserving the multilayers.

Figure 8.8: LbL-layered microcapsules: (a) CLSM fluorescence image of RITC-labelled microcapsules; (b) CLSM image of the transmission channel; (c) overlay of (a) with (b); (d), (e), and (f) PIXE maps of Ca, S, and Cl distributions, respectively.

8.9 Aging of diesel exhaust catalysts in use with biofuels (DieselKat Aging)

R. Eschrich∗, D. Worch∗, J. Böhm∗, R. Gläser∗, St. Jankuhn, J. Schröder†, F. Hartmann†, F. Müller-Langer†

∗Institute of Chemical Technology, Universität Leipzig
†Deutsches Biomasseforschungszentrum gGmbH (DBFZ), Leipzig

In this work, field-aged catalysts for diesel exhaust aftertreatment were characterized and compared to their fresh counterparts. The analyzed samples include diesel oxidation catalysts (DOC), as well as catalysts for the selective catalytic reduction of NOx by ammonia (NH3-SCR). Therefore, sophisticated analytical methods like X-ray Fluorescence (XRF), Particle-induced X-ray Emission (PIXE), Transmission Electron Microscopy (TEM) and Temperature-programmed Desorption of Ammonia (TPDA) were used to investigate the material properties. A synthetic exhaust gas apparatus was developed and built in order to reveal the catalytic properties of the samples under a broad range of conditions. A slip regulation for NH3-SCR-catalysts was implemented to determine the NOx-conversion under realistic conditions. With the obtained data, a target-oriented poisoning routine of fresh catalysts for exhaust aftertreatment can be developed to mimic a real aged catalyst both in terms of material and catalytic properties. This is beneficial to predict the behavior of a catalyst in a wide scope of aging parameters, which interfere with variable fuel compositions and emission regimens. For that reason, a market analysis was carried out and combined with biofuel analysis to estimate the future restrictions and challenges for diesel exhaust aftertreatment catalysts.

The intrusion depth of catalyst poisons was especially investigated by PIXE experiments. It was found that several poisons are present in different depths in the washcoat. As shown in Fig. 8.9 for a field-aged DOC the intrusion depth of S and P differ. Whereas S is only present on the washcoat probably as a component of ash deposits, P was found as well distributed within the washcoat.

With the use of an engine test bed, two sets of rapidly aged SCR- and DOC-catalysts were prepared using regular and doped biofuels. A linear correlation between amount of poisons found on the catalyst surface and the duration of aging was observed. This linear correlation was also observed for the activity of the poisoned SCR-catalysts. For DOC-catalysts the activity drops progressively with the time-on-stream.

The resulting knowledge about catalyst poisons, their amount and local distribution over the catalyst length and depth, as well as their deactivation potential was applied in poisoning experiments on the laboratory scale, which include poisoning in the liquid phase (with an evaporating poison), gas phase (with gases and particles) and supercritical phase. For the obtained samples a clear correlation between activity and material properties was found. For DOC-catalysts the effect of some poisons could be clearly linked to deactivation phenomena on different oxidation reactions (oxidation of CO, C3H6, or NO). These results provide a basis for a rapid aging protocol on the laboratory scale.

The authors want to thank the Research Association for Combustion Engines e.V. (FVV) and Fachagentur Nachwachsende Rohstoffe e.V. (FNR) for funding. The projects
Figure 8.9: RGB image of the element mapping by PIXE from the entry part of a field-aged DOC. Al is given in green and Si in blue color. Red corresponds to either P (left) or S (right). The solid line represents the phase boundary between the catalyst surface and the gas phase, and the dashed line represents the boundary between the two layers of washcoat.

behind this report are 22005610 (Universität Leipzig) and 22009610 (DBFZ).
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9.1 Introduction

2013 turned out to be a fruitful year with many new and exciting findings. We established an innovative pulsed-laser deposition method with a single, segmented target and succeeded in the facile fabrication of thin films with continuous composition spread in the systems (Mg,Zn)O and (In,Ga)\(_2\)O\(_3\). The (Mg,Zn)O films have been used to fabricate ultraviolet photodetectors with defined center wavelength and narrow spectral bandwidth. We have expanded our work on the deposition of sesquioxide thin films of the type (In,Ga,Al)\(_2\)O\(_3\) towards the fabrication of diodes. Remarkable is the ideal behavior of Ga\(_2\)O\(_3\) Schottky diodes at elevated temperatures (550 K). Several approaches to bipolar oxide diodes yielded devices with high rectification including ZnCo\(_2\)O\(_4\)/ZnO, CuI/ZnO and the all-amorphous system of p-type zinc cobalt oxide on n-type zinc tin oxide (ZCO/ZTO). For NiO/ZnO in addition efficient photovoltaic energy conversion in the UV was found, making this heterostructure a suitable approach to transparent photovoltaics on windows. Our patent application for transparent rectifying contacts was granted in the EU (EP 2 446 484 B1) and the United States (US 8,445,904 B2).

Figure 9.1: Journal covers of 2013 publications of the semiconductor physics group
We are very grateful to our funding agencies in particular Deutsche Forschungsgemeinschaft (DFG) and European Social Fund (ESF). We are grateful for the continued funding of Sonderforschungsbereich SFB 762 "Functionality of Oxide Interfaces" (2012–2015) and our project on nanowire heterostructures in the Forschergruppe FOR 1616 "Nanowire Optoelectronics" (2012–2014). Also we thank Sächsische Aufbaubank to support our new work on Ga$_2$O$_3$ thin films and oxide solar cells. The generous support of Universität Leipzig allowed us to install in 2013 a new high resolution X-ray diffraction setup and a multi-target sputter chamber for oxides. In 2014 we can continue our work on ZCO and CuI bipolar electronics with two new DFG grants. The work of our students and researchers together with our academic and industrial partners near and far was fruitful and enjoyable and thus it is with pleasure that the semiconductor physics group presents their progress report.

Marius Grundmann

9.2 One decade of fully transparent oxide thin film transistors: fabrication, performance and stability

H. Frenzel, A. Lajn*, M. Grundmann,

*now at Advanced Mask Technology Center GmbH & Co. KG, Rähnitzer Allee 9, D-01109 Dresden

We review the history of fully transparent oxide thin film transistors (TTFT). TTFT have gained much attention during the past decade, inspiring scientists to develop invisible electronics that could be integrated as transparent displays in windshields, windows, mobile devices or everyday objects. For the approach using metal-insulator-semiconductor field-effect transistors (MISFET), highly insulating dielectrics with preferably high dielectric constants are used. Alternatively, metal-semiconductor field-effect transistors (MESFET) can be used applying a transparent rectifying contact (TRC) as gate diode [1].

The first TTFTs, published in 2003, were based on polycrystalline oxides. Hoffmann et al. used an ion-beam-sputtered (IBS) ZnO channel and a commercially available Al$_2$O$_3$/TiO$_2$/Al$_2$O$_3$ (ATO) stack on an indium tin oxide (ITO) layer as common backgate diode on glass for a transistor with an on/off-ratio of $10^7$ and a channel mobility of 0.45 cm$^2$/Vs [2]. Since then, the ATO/ITO coated glass have been the most popular basis for the fabrication of TTFT. Nomura et al. published the record mobility of 80 cm$^2$/Vs using single-crystalline indium-gallium-zinc-oxide (IGZO) on yttria-stabilized zirconia (YSZ) substrate with HfO$_2$ dielectric [3]. In contrast to that, Fortunato et al. set up an approach using room-temperature grown amorphous oxides as channel layer for TFTs, having nearly the same performance [4].

A tentatively complete list of published results on the performance of TTFT since 2003 is compiled in [5]. Despite of all efforts to achieve low source-drain- and gate-voltages using gate dielectrics with higher dielectric constants like Al$_2$O$_3$, HfO$_2$ and a stack of ATO, only 16% of all TTFT exhibit a $V_{SD} <= 5$ V and only 10% a $\Delta V_G <= 5$ V, which is recommended in mobile applications or meeting the requirements for integration with
Figure 9.2: Subthreshold slope SS, on/off-ratio and channel mobility $\mu_{ch}$ of TTFT (data from [5]). Color code represents the year of publication. The dashed line indicates the thermodynamic limit of SS at room temperature. The dash-dotted line indicates the minimum desired on/off ratio and $\mu_{ch}$. The red-marked point is a TMESFET according to this work; other points are MISFET.

silicon technology. One of the few exceptions is our approach of a TMESFET using TRC based on AgO$_x$ or PtO$_y$ [1].

Figure 9.2 visualizes the most important figures of merit as indicated in the caption. The lowest SS values coincide with devices using novel gate-diode structures. In recent past, many MISFET using conventional gate dielectrics suffer from high SS and low $\mu_{FE}$. High mobilities can be achieved using more sophisticated growth methods for the insulator such as atomic layer deposition (ALD), high-temperature pulsed-laser deposition (PLD). However, these methods are not practicable for large-scale fabrication of transparent electronics, where sputtering techniques are used. In fact, in 70% of the TTFT magnetron sputtering (MS) was used for the fabrication of the channel layer. This percentage has increased during the past decade. The usage of transparent amorphous oxide semiconductors (TAOS) as channel material has become a strong trend in the past ten years.

We compare the published properties about bias stress stability, stability towards illumination, at elevated temperatures and longterm stability of TMISFET with our TMESFET technology. To study bias stress stress stability, our TMESFET were biased in either positive (PBS) or negative (NBS) direction for 20000 seconds. For PBS, $\mu_{FE}$, SS, $I_{on}/I_{off}$ and $V_{SS}$ stay constant for Pt- and Ag-based TRC. For NBS, both devices respond differently: whereas Pt-TMESFET remain constant, the Ag-based TMESFET exhibits significant degradation in the first 1000 seconds. Compared to TMISFET, our Pt-based TMESFET is among the best devices regarding a $V_{SS}$-shift.

Operation stability towards the illumination with visible light is crucial for transparent devices. For our TMESFET, there is an increasing influence of the illumination with shorter wavelength. The induced photocurrent increases the off-current and subsequently the subthreshold slope of the transistor. Simultaneously, a photo voltage is generated leading to a shift of the switching voltage. Without additional biasing, the parameters of our TMESFET are competitive to TMISFET [5]. $V_{SS}$ is fairly constant but all TMISFET show a higher significant increase of $I_{off}$ compared to our TMESFET. With an additional negative gate bias (NBIS), the voltage shift of the transfer curve tends to
be larger due to light enhanced charge trapping in the gate insulator. The influence of elevated temperatures on the performance of TTFT has been investigated. Our Pt-TMESFET are more stable than Ag-TMESFET, whose degradation already starts shortly after room temperature, implying a reduction of the on/off-ratio by a factor of 10, a 20% decreasing mobility and a 30% higher subthreshold slope due to an increase of the off-current. For both devices $V_{SS}$ exhibits a positive shift, which is attributed to traps in the channel or channel/gate interface. Usually for MISFET, a larger negative voltage shift occurs with increasing temperature, which is explained by temperature activated trap states in the insulator.

Longterm stability has been studied storing our TMESFET for 151 days in dry air. They exhibit a 30 to 40% reduction of $\mu_{FE}$ due to the indiffusion of compensating defects with time. The Pt-based TMESFET are more stable than the Ag-based device. Its on/off-ratio decreases by a factor of 3 during the first month, but then stays constant for the remaining 4 months. On the other hand, $I_{on}/I_{off}$ for Ag drops over 3 decades due to an increase of the off-current. Despite of the apparently decreasing net doping concentration, the switching voltage for both devices remains constant. In contrast, there are significant voltage shifts for the TMISFET [5]. We assume, that the stability can be further improved by encapsulation and passivation of the devices.


9.3 Electrical properties of transparent rectifying Schottky contacts


*CENIMAT/I3N, Departamento de Ciência dos Materiais, Faculdade de Ciências e Tecnologia, FCT, Universidade Nova de Lisboa and CEMOP-UNINOVA, 2829-516 Caparica, Portugal

We compare electrical properties of fully transparent rectifying contacts (TRC) on crystalline and amorphous transparent semiconducting oxides (TSO). The TRCs have transparency exceeding 70% in the visible spectral range and exhibit high rectification on ZnO bulk single crystals, heteroepitaxial ZnO thin films grown by pulsed-laser deposition on a-plane sapphire as well as on room temperature RF-sputtered amorphous GaInZnO layers on glass substrate [1]. The transport mechanism for temperatures above 100 K is thermionic emission independent of the crystallinity of the TSO. As typical for real Schottky barrier diodes (SBD) the barrier potential has lateral fluctuation that can be described Gaussian distribution with standard deviation $\sigma$ around a mean barrier height $\Phi_{B,m}$ [23]. These characteristic parameters of real SBDs were determined from temperature-dependent current-voltage characteristics [1]. In Fig. 9.3 (a) a clear
Figure 9.3: Correlation between mean barrier height and barrier distribution width for Schottky contacts fabricated (a) on n-ZnO (data from this work and [2–5]) and (b) on various semiconductors using various contact metals (data from this work and [6–23]). The dotted lines are linear fits through (0/0).

Correlation between the standard deviation $\sigma$ and the mean barrier height $\Phi_{B,m}$ is observed. A linear fit of the data reveals that $\sigma = (0.114 \pm 0.002) \Phi_{B,m}$. In Fig. 9.3 (b) we plot data of numerous reported SBDs on elemental, III-V and several II-VI semiconductors in conjunction with the data of our SBDs on crystalline and amorphous TSOs and find the same relation between standard deviation and mean barrier height. This suggests a fundamental origin of the Schottky barrier height fluctuations which we tentatively address to the polycrystalline nature of the Schottky barrier contacts compiled in Fig. 9.3.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces" and the Graduate School "Leipzig School of Natural Sciences - Building with Molecules and Nano-objects" (BuildMoNa).

9.4 Eclipse pulsed laser deposition grown Schottky contacts on ZnO thin films


*The MacDiarmid Institute for Advanced Materials and Nanotechnology, University of Canterbury, Christchurch 8043, New Zealand

In the past decade oxide semiconductors were investigated with a renewed interest. One prime candidate of large band gap oxide semiconductors is zinc oxide (ZnO). Here, we present high quality IrO$_x$ Schottky contacts (SCs) prepared by eclipse pulsed laser deposition (E-PLD) on ZnO thin films. The ZnO thin films are also grown by PLD on $\alpha$-plane sapphire substrates and consist of two different layers. First, a highly aluminum doped layer with a thickness of about 50 nm is deposited. This layer is used as ohmic
back contact [1]. Afterward a nominally undoped ZnO thin film with a thickness of about 1 µm is grown. Both layers were deposited at a growth temperature of 650 °C and an oxygen partial pressure of 0.016 mbar. Circular SCs with a diameter of 320 µm were defined using photolithography. The E-PLD grown SCs were ablated from a metallic Ir target at room temperature and a oxygen partial pressure of 0.13 mbar (0.1 Torr). A more precise description of the conditions used is give elsewhere [2]. The thickness of IrOₓ layer is approximately 50 nm. As capping layer we used a (sputtered Au nochmal nachschauen) layer with a thickness of about 50 nm.

Figure 9.4(a) depicts a room temperature current-voltage (I-V) characteristic of one of

![Figure 9.4](image)

**Figure 9.4:** (a) Room temperature I-V characteristic of one of the best IrOₓ/ZnO SCs fabricated by reactive eclipse pulsed laser deposition. The black arrow indicates the measurement direction. (b) Effective barrier height in dependence on the ideality factor of all IrOₓ/ZnO SCs on this sample. (c) Temperature-dependent I-V characteristics between 50 K and 320 K of a IrOₓ/ZnO SC fabricated by reactive eclipse pulsed laser deposition. (d) Ideality factor height and (e) effective barrier height vs inverse temperature of the SC shown in (c).

the best IrOₓ SC investigated. In forward direction up to 0.5 V is a single exponential slope visible. A fit of the forward region using thermionic emission theory yields for this diode an effective barrier height of 0.96 eV and an ideality factor of 1.1. Both values are comparable with SCs grown with E-PLD on ZnO single crystals [2] and better than SCs fabricated by other techniques on ZnO thin films [1, 3, 4]. The large effective barrier height also results in a large on/off ratio of 3.5 x 10⁹. We observe a small hysteresis of the I-V characteristics for reverse voltages. The reverse current is in general smaller if the sweep direction is from negative to positive voltages. The direction of the respective measurement is indicated by the black arrows in Fig. 9.4(a). Differences between both measurements are highest for voltages close to 0 V. The splitting of the zero crossing for the two sweep directions is due to a charging and discharging current of an additional parallel capacitance which is caused e.g. by surface states. For forward voltages the diode current is independent of the sweep direction.

The effective barrier height in dependence on the ideality factor of all working 22 SCs on the investigated sample is depicted in Fig. 9.4(b). We see a linear dependence between both parameters as expected for SCs with barrier height inhomogeneities. The ideality
factor of all of the investigated IrO$_x$/ZnO SCs is below 1.5. More than 80% of the investigated SCs have an ideality factor below 1.2 substantiating the good homogeneity of this type of SCs. Fitting the linear dependence the homogeneous barrier height is determined to be 0.97 eV.

A temperature dependent $I$-$V$ measurement from 50 K to 320 K of one IrO$_x$/ZnO SC is depicted in Fig. 9.4(c). In backward direction we see at all measured temperatures a current coinciding with the noise floor of the setup used. However, compared to the room-temperature measurement in the wafer prober system is the noise level in the cryostat system by 2 orders of magnitude increased. In forward direction the current again increases with increasing temperature as expected from TE. For temperatures below 260 K a kink in the IV characteristic is noticeable for small forward bias. This kink is caused by barrier inhomogeneities. The ideality factor and effective barrier height in dependence on the inverse temperature determined from the measurement depicted in Fig. 9.4(c) is shown in Fig. 9.4(d) and (e). The ideality factor strongly decreases with increasing temperature and approaches unity for high temperatures. The inset Fig. 9.4(d) shows the ideality factor for temperature above 170 K. At high temperatures we see a decrease of the slope of $n(T^{-1})$. Therefore, we determined the temperature where the image force lowered ideality factor is reached within this region to be 383 K. The determination in the high temperature region also has the advantage that the current transport is well described by TE and other possible transport mechanism like tunneling or trap-assisted tunneling can be ignored. The barrier height also shows a strong dependence on the temperature. At low temperatures we see a small increase of the effective barrier with increasing temperature. With increasing temperature the slope increases until the slope is linearly dependent on the inverse temperature for temperature above 200 K. We used this region for the determination of the mean barrier height, which is for this SC 0.98 eV. Note, that the mean barrier height for this contact is in very good agreement with the homogeneous barrier height of this sample.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".


9.5 Barrier height of Cu Schottky contacts on $\beta$-Ga$_2$O$_3$ thin films

D. Splith, S. Müller, H. von Wenckstern, M. Grundmann
Oxide semiconductors like $\beta$-gallium oxide ($\beta$-Ga$_2$O$_3$) are promising materials for a new generation of transparent electronic devices. Due to its large band gap of 4.9 eV, $\beta$-Ga$_2$O$_3$ is especially of interest for application in high power electronics and solar-blind photonic devices. For the realization of such devices the fabrication of rectifying Schottky contacts (SCs) is important. SCs are the key elements of unipolar electronic devices like Schottky diodes and metal-semiconductor field-effect transistors. Further, such contacts enable electrical characterization by capacitance-voltage measurements or deep-level transient spectroscopy.

Recently, Au and Ni SCs on $\beta$-Ga$_2$O$_3$ single crystals and homoepitaxial thin films were reported [1, 2]. Since the growth of $\beta$-Ga$_2$O$_3$ single crystals is a lengthy and expensive procedure and presently limited to 2" wafers, heteroepitaxial growth of $\beta$-Ga$_2$O$_3$ thin films and the fabrication of devices thereon is of increasing interest.

We investigated SCs on heteroepitaxial $\beta$-Ga$_2$O$_3$ thin films grown by pulsed laser deposition of a ceramic Ga$_2$O$_3$ target with 1 wt.% Si. The SCs were fabricated by dc sputtering or thermal vaporization. Beside the Cu SCs discussed here, deposition of other metals like Ag, Fe or W also resulted in rectifying contacts. The current-voltage ($I$-$V$) characteristics of Cu SCs on $\beta$-Ga$_2$O$_3$ grown on c-plane sapphire substrate exhibit a rectification with rectification ratios (at $V = \pm 2$ V) of almost $10^7$. Since both, the Schottky and the ohmic contact are on top of the $\beta$-Ga$_2$O$_3$ thin film, a high series resistance of about $10^7 \Omega$ limits the current in forward direction. In order to reduce this series resistance we employed a different sample structure were the $\beta$-Ga$_2$O$_3$ thin film was grown on an highly Ga-doped ZnO layer on an $a$-plane sapphire substrate [5]. The Ga-doped ZnO layer acts as a back contact layer (bcl). Cu SCs on such samples have a series resistance of only $100 \Omega$, increasing the rectification ratio to almost $10^9$[6]. Assuming thermionic emission as dominant transport mechanism, effective barrier heights up to $1.05$ eV and ideality factors $n$ down to 1.2 were determined at room temperature. The deviation of the ideality factor from unity indicates that the barrier of the contact is laterally inhomogeneous. Temperature dependent $I$-$V$ measurements between 50 and 320 K substantiate this picture. By fitting, we determined the linear dependence of the effective barrier height and $n^{-1} - 1$ on the inverse temperature shown in Fig. 9.5 (a) which is in accordance to the model of thermionic emission over a laterally inhomogeneous barrier [3]. From a linear fit, the mean barrier height is determined to be $1.32$ eV with a standard deviation of $0.13$ eV. Further, from the $I$-$V$ characteristic at a temperature of $550$ K, which is shown in Fig. 9.5 (b) an ideality factor of 1.03 was determined. The small deviation of the ideality factor from unity is in principle due to the image force lowering of the barrier. Hence, the influence of the barrier height inhomogeneities has vanished at this temperature and the contact is close to ideality. The effective barrier height at this temperature is $1.36$ eV, which coincides with the mean barrier height determined before. By fitting the reverse characteristic at this temperature taking image force lowering of the barrier into account [4] (see inset of Fig. 9.5 (b)), a flat-band barrier height of $1.55$ eV and the image force lowering of $0.17$ eV was determined. Therefore, the mean barrier height determined from the measurement at low temperatures, the homogeneous barrier height and the barrier height of $1.38$ eV of the image force lowered flat-band barrier are in good agreement.

This work has been supported by the European Regional Development Fund "Leistungselektronik auf Basis von Galliumoxid" (100132251).
Figure 9.5: (a) Effective barrier height and $n^{-1} - 1$ in dependence on the inverse temperature and linear fit. (b) $I$-$V$ characteristic at 550 K and fit with the model of thermionic emission. The inset shows the fit of the reverse characteristics with an enhanced model, taking into account the image force lowering.


9.6 MIS-diodes based on Si-doped β-Ga$_2$O$_3$

A. Reinhardt, H. von Wenckstern, M. Grundmann

We report on the fabrication of MIS-diodes based on Si-doped β-Ga$_2$O$_3$. The β-Ga$_2$O$_3$ thin films were grown from a Ga$_2$O$_3$-target with 1 wt% SiO$_2$ at a growth temperature of $T_G = 650 ^\circ $C in an oxygen ambient of $10^{-3}$ mbar using pulsed-laser deposition (PLD). Prior to the growth of the 350 nm thick Ga$_2$O$_3$ thin film a degenerately doped ZnO:Ga (ZGO) layer serving as ohmic back contact and subsequently a nominally undoped ZnO layer of about 500 nm have been deposited on an $a$-plane sapphire substrate at a growth temperature and oxygen partial pressure of about 650$ ^\circ $C and 0.016 mbar, respectively [3]. The inset in Fig.1(a) depicts the schematic device structure. For the realization of MIS-diodes we used room-temperature PLD-grown aluminum oxide (Al$_2$O$_3$) as dielectric and direct-current (DC) sputtered gold (Au) as metal-contacts. The electrical properties of the MIS-diodes were varied via the thickness of the dielectric and the oxygen partial pressure ($p$(O$_2$)) during deposition of the dielectric. Current-voltage measurements (IV) reveal minimal leakage current densities of down to $3 \times 10^{-10}$ Acm$^{-2}$ for a dielectric thickness of $d_i \approx 120$ nm and $p$(O$_2$) = 0.002 mbar. In order to determine the dielectric constant of the insulator, we performed quasi-static capacitance-voltage measurements. For the PLD-grown Al$_2$O$_3$ we find a dielectric constant in the range of 7-9, which is in good agreement with reported values of 8-10 [1, 2]. Furthermore, the possible origin of conduction through the insulator is investigated by means of temperature-dependent IV-measurements. Fig. 9.6(a) depicts IV-characteristics of a
MIS-diode with 40 nm Al₂O₃ in a temperature range between 25°C and 150°C. As expected, the leakage current density increases with increasing temperature. From the analysis of the forward current density at 4 V vs. the inverse temperature (see Fig. 9.6(b)) Schottky emission (SE) and Frenkel-Poole emission (FP) are deduced as dominant conduction mechanisms yielding a barrier height \( \phi_B = 0.95 \text{eV} \) from the fit at higher temperatures.

![Figure 9.6: (a) Temperature-dependent I-V-characteristics of a MIS-diode based on Si-doped \( \beta\)-Ga₂O₃. The inset shows the schematic device structure. (b) Current density \( j \) vs. \( 1000/T \). The solid line is a fit to determine the barrier height \( \phi_B \).](image)

This work has been supported by the European Regional Development Fund "Leistungselektronik auf Basis von Galliumoxid" (SAB 100132251).


### 9.7 Highly rectifying contacts on amorphous zinc oxide tin films

P. Schlupp, F.-L. Schein, H. von Wenckstern, M. Grundmann

For a cost-efficient fabrication of semiconducting thin films the usage of amorphous oxides is advantageous. They can be deposited at room-temperature (RT) and with that plastic or even paper can be used as substrate. Having electron mobilities in the order 10 cm²/Vs or even higher [1, 2] they are a promising alternative to amorphous silicon. Zinc tin oxide (ZTO) consisting of highly abundant zinc and tin is such a promising material that is already used as channel layer in field effect transistors [3]. Here, we present highly rectifying contacts on amorphous ZTO thin films. At first Schottky diodes and after that a heterojunction-diode consisting of \( n \)-type ZTO and \( p \)-type zinc cobalt oxide (ZCO) will be discussed.

All ZTO thin films were fabricated by pulsed laser deposition at room temperature.
Ohmic contacts were realized by dc-sputtered gold layers. To create Schottky contacts the metal was sputtered reactively in 50%/50% argon/oxygen atmosphere. However, the first contacts showed only weak rectification. Temperature dependent $jV$-measurements indicate that tunneling is the dominant transport mechanism. In order to avoid that we introduced an ultra-thin insulating ZTO layer between the thin film and the metal. Figure 9.10a shows the (arithmetic-) mean current-density-voltage characteristics of $k$ Schottky diodes realized on ZTO thin films with free electron densities ranging from $5 \times 10^{13} \text{ cm}^{-3}$ to $10^{19} \text{ cm}^{-3}$. Our best Schottky diodes exhibit current rectifications as high as $I(1.6 \text{ V})/I(1.6 \text{ V}) = 10^7$.

In order to create a bipolar diode a $p$-type semiconductor is required. We chose ZCO because it is $p$-type even in the amorphous state [4]. Similar to the first Schottky diodes the rectification of our first $pn$-diode was poor. Again, the introduction of an insulating ZTO layer, resulting in a $pin$-heterodiode, improves the rectification considerable. Fig 9.10b depicts the mean $jV$-characteristics of the heterojunction diodes with free electron densities from $10^{16} \text{ cm}^{-3}$ to $10^{19} \text{ cm}^{-3}$ in the $n$-ZTO layer. The ZCO films are always deposited by PLD in 3 Pa oxygen atmosphere. Our best heterojunction-$pin$-diodes exhibit current on/off ratios as high as $5 \times 10^6$ at $\pm 1.6V$.

This value outperforms the best fully amorphous $pn$-diodes, fabricated up to now, by far [5, 6]. In conclusion we demonstrate highly rectifying Schottky and heterojunction diodes deposited at RT which are required for RT-fabricated transistor applications.

This work has been supported by the European Social Fund (SAB 100124929) and the Graduate School "Leipzig School of Natural Sciences - Building with Molecules and Nano-objects (BuildMoNa).

Figure 9.7: Mean $jV$-characteristics averaged over $k$ single devices for (a) Schottky-barrier diodes and (b) heterojunction diodes on ZTO thin films with different free electron densities.

9.8 Highly rectifying \( p\text{-ZnCo}_2\text{O}_4/n\text{-ZnO} \) heterojunction diodes


We used pulsed-laser deposition to fabricate long-term stable, highly rectifying bipolar heterojunctions consisting of \( n\text{-ZnO} \) and \( p\text{-ZnCo}_2\text{O}_4 \) \cite{1}. Hall and Seebeck effect as well as scanning capacitance spectroscopy were used to evaluate hole conduction of \( \text{ZnCo}_2\text{O}_4 \) (ZCO). Among (semi)transparent \( p\)-type oxides the Zn spinels \( \text{ZnM}_2\text{O}_4 \) (M = Co, Rh, Ir) are exceptional due to the preservation of their hole conductivity in the amorphous state \cite{2}. Both types of heterostructure, ZnO/ZCO and ZCO/ZnO, showed diode characteristics. We used \( a\)-sapphire as substrate and dc-sputtered Au for ohmic contacts. For the first diode type consisting of ZnO on top of ZCO with both layers grown at \( 460 \degree C \), a current rectification ratio of \( I_f/I_r = 4300 \) at \( \pm 2 \) V and an ideality factor of \( \eta = 2.6 \) was achieved. For the other diode type we used an optimized growth temperature for ZnO (\( 650 \degree C \)) followed by room temperature grown ZCO. Current-voltage characteristics revealed \( \eta = 2.04 \) and \( I_f/I_r \) up to \( 2 \times 10^{10} \). Best values reported in the literature on fully or partly amorphous (semi)transparent oxide diodes are \( \eta = 2.3 \) \cite{2} and \( I_f/I_r = 3 \times 10^{9} \) at \( \pm 1 \) V \cite{3}. Additionally, the ZCO/ZnO diodes turned out to be long-term stable since the current-voltage characteristics changed only little after more than one year (393 days). This is shown in Fig. 9.10. The average ideality factor of 34 diodes on the same substrate even improved from 2.07 to 1.98 while series resistance increased from 520 \( \Omega \) to 1848 \( \Omega \) resulting in slight decrease of the mean rectification ratio from 7.0 to 6.4 orders of magnitude. This demonstrates the stability of the \( pn\)-heterointerface, changes are only due to parasitic effects. For future applications the substitution of crystalline ZnO may lead to fully amorphous, highly rectifying all-oxide diodes.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces" and the Graduate School "Leipzig School of Natural Sciences - Building with Molecules and Nano-objects (BuildMoNa)."


9.9 Semi-transparent ZnO/\( \text{NiO} \) UV solar cells

R. Karsthof, P. Räcke, Z. Zhang, H. von Wenckstern, M. Grundmann

Photovoltaic cells with high transmittance in the visible spectral range (350 – 650 nm) are a promising possibility to generate electric power on areas inaccessible to
In this work we focused on the fabrication of UV-active solar cells based on \( n\)-\( ZnO/p\)-NiO heterojunctions. The ZnO layers were grown by pulsed laser deposition (PLD) on top of \( a\)-plane sapphire substrates. A highly Al-doped ZnO layer serves as transparent back contact. Nominally undoped ZnO was grown on top with a thickness of 1 \( \mu m \). Afterwards, circular-shaped NiO contacts were grown by reactive DC-magnetron sputtering of metallic Ni in an Ar/O\(_2\) atmosphere with a metal shadow mask fixed on top of the substrate. The NiO pillars were then covered with thin Au contact layers. The full stack has an average transmittance slightly below 50\% in the visible spectral range, as shown in Fig. 9.9(b). The contacts were electrically characterized by means of current-
voltage measurements (see Fig. 9.9(a)). Under dark conditions high rectification ratios of up to 9 orders of magnitude at ±2 V were detected. Upon illumination with a solar simulator (AM1.5G solar spectrum, optical power density 100 mW/cm²) the devices show a photovoltaic effect with open-circuit voltages of above 500 mV. The measured short-circuit current densities for most cells were only around 0.05 mA/cm². In some cases, however, $j_{sc}$ values of more than 1 mA/cm² were achieved. In such a record device the quantum efficiency in the UV range is around 100% (Fig. 9.9(b)). Fill factors were close to 0.5, resulting in power conversion efficiencies of 1.5% in record cells and around 0.02% in the general case. In order to investigate the mechanism behind the frequent case of poor cell performance, an analysis of the voltage dependence of the charge carrier collection probability was carried out. This technique has been described in the literature in detail [2, 3] and can be used to investigate collection loss mechanisms in the layer with the lowest doping concentration, which in the present case is the ZnO absorber. From this analysis it can be concluded that the collection of photo-generated charge carriers within the ZnO layer is very efficient. We thus attribute the observed low $j_{sc}$ values to recombination processes in the NiO.

This work has been supported by the European Regional Development Fund "Transparente photovoltaische Zellen" (SAB 100112104).


9.10 Flicker noise in ZnO thin films

F.J. Klüpfel, H. von Wenckstern, M. Grundmann

ZnO based devices have been proposed for sensor applications, e.g. photodetectors[1] and pH sensors[2]. The noise produced by such devices is a crucial parameter, as it limits the achievable sensitivity. While reports for the noise in ZnO based photodetectors[3] or varistors[4] exist, no results for ZnO based thin-film transistors have been published yet.

We measured the low frequency current noise in mesa structures etched from PLD grown ZnO films on a-sapphire substrates with thicknesses between 15 nm and 70 nm. We observed a dominating 1/f contribution, often called flicker noise, in agreement with the results published for other ZnO devices. A typical series of noise power density spectra for varied bias voltage is shown in Fig. 9.10. For zero bias the constant thermal noise is dominating, while for increasing bias the 1/f contribution becomes the only relevant noise source. Measuring mesa with different width W and length L revealed that the 1/f noise scales with $1/(WL)$. This is a proof that the noise originates in the channel material, as otherwise only a scaling according to the current, and thus $W/L$, would be expected.

Based on these results we examined the noise of ZnO based metal-semiconductor-metal field-effect transistors (MESFETs). The gate voltage $V_{GS}$ was set to 0 V and the noise of the drain current measured. Again 1/f noise was dominating. Using the relation derived by van Vliet[5] for generation-recombination noise, one can relate the noise
Figure 9.10: Noise power density spectra for a ZnO mesa with thickness 25 nm, length 50 µm, and width 30 µm.

amplitude measured for MESFETs with that for mesa without gate. This is illustrated in Fig. 9.11.

Figure 9.11: Noise power density at 10 Hz for ZnO based MESFETs with different geometries ($V_{GS} = 0$ V).

It was found, that the noise magnitude is within the same order of magnitude, and thus most probably of the same origin. Consequently, the limiting factor when using such MESFETs as sensors is the channel material. Surface traps, which are as commonly charged with causing 1/f noise, can be ruled out here, as the depletion layer of the MESFET separates the channel current from the semiconductor surface. With further experiments on ZnO structures using different preparation methods we hope to link the flicker noise to material parameters like crystal quality, clarifying its origin.

9.11 Variation of reduced effective mass of Al-doped (Mg,Zn)O thin films grown by pulsed laser deposition

A. Mavlonov, S. Richter, H. von Wenckstern, R. Schmidt-Grund, M. Grundmann

ZnO is a promising II-VI compound semiconductor for transparent conductive electrode applications because of its high transparency in the visible (VIS) and near infrared (NIR) ability of wet chemical etching and high $n$-type dopability [1, 2]. Furthermore, there is interest in conducting electrodes exhibiting optical transparency into the ultraviolet range to produce solar cells harvesting solar energy also in that part of the solar spectrum [3]. For these purposes, the band gap of ZnO can be increased by alloying with MgO [4]. One of the main issue for electrode applications is the fabrication of highly conducting (Mg,Zn)O films. In this work, we report on optical and electrical properties of Al-doped (Mg,Zn)O thin films grown on 2 inch size glass substrate by pulsed-laser deposition (PLD) using a continuous composition spread (CCS) approach [5]. For that segmented targets consisting of binary ZnO, 8 wt-% MgO:ZnO and 5 wt-% Al$_2$O$_3$:ZnO, respectively, were used. The spatial variation of chemical composition in the thin film was investigated by energy-dispersive X-ray (EDX) spectroscopy. The thin film properties were characterized in dependence on the Mg content $x$ and Al doping concentration. In order to perform optical and electrical measurements, the film was cut into pieces, $5 \times 5$ mm$^2$ in size using diamond saw.

We investigated the fundamental absorption edge and corresponding optical band gap in the near-ultraviolet part of the spectrum using UV-VIS-NIR spectrometer (Lambda 19, PERKIN ELMER) and the plasma frequency in the near- and mid-infrared part of the spectrum by infrared spectroscopic ellipsometry (IRSE).

Figure 9.12(a) shows the variation of the optical band gap of the films as a function of Mg content $x$ and free carrier density (which corresponds to the Al doping). Using the following equation which accounts for an increasing optical band gap due to the Burstein-Moss shift by an amount that depends on the curvature of both the conduction and valence bands,

$$\Delta E_g = \frac{\hbar^2}{8m^*} \left( \frac{3}{n} \right)^{2/3} n^{2/3}.$$

we determined values reduced effective mass $m^*$ for a given Mg-content from the slope of the optical band gap versus the free carrier density (Figure 9.12(b)) to be $0.56m_e$, $0.60m_e$, $0.78m_e$ for $x=0.01$, 0.03 and 0.05, respectively. However, for the carrier densities of the samples investigated here, many body effects cannot be excluded. The plasma frequency of the sample allows in principle separation of the reduced mass into electron and hole effective masses; first results of infrared spectroscopic ellipsometry measurements are depicted in Fig. 9.12(c) but do not allow separation of the reduced mass due to the aforementioned many body effects.

This work has been supported by the Islamic Development Bank (IDB), Merit Scholarship Programme for High Technology (A.Mavlonov, Grant No. 91/UZB/P32).

Figure 9.12: (a) The optical bandgap as function of Mg content and free carrier density, (b) the calculated reduced electron mass, and (c) ellipsometric parameter \( \Psi \) measured at an angle of incidence of 65° for the sample divisions with 1 at-% Mg showing the increasing plasma frequency with increasing Al concentration (arrow).


9.12 A continuous composition spread approach towards wavelength-selective monolithic multichannel ultraviolet photodiodes based on (Mg,Zn)O thin films

Z. Zhang, H. von Wenckstern, J. Lenzner, H. Hochmuth, M. Lorenz, M. Grundmann

In recent years, ultraviolet (UV) photodiodes (PDs) based on wide bandgap semiconductors find applications for remote sensing, surveillance purpose and chemical/biological sensors [1]. In comparison with conventional photomultiplier tubes with metal photocathode, which are bulky, fragile and require a large bias, UV-PDs employing wide bandgap semiconductors have significant advantages [1]. For wavelength-selective detection based on Si, SiC or GaP, an expensive external dichroic filter is required, due to their sensitivity to visible and infrared radiation. This is not necessary
for wide bandgap material like ternary semiconductor (Mg,Zn)O [2, 3] with integrated optical filter layer being only sensitive in a defined narrow spectral range.

In this report, we demonstrate monolithic multichannel UV-PDs with wavelength- and bandwidth-selectivity in the visible-blind spectral range. The PDs are fabricated on (Mg,Zn)O thin films grown by pulsed-laser deposition (PLD) with continuous composition spread (CCS) [5] using a single segmented target. Both the active as well as the filter layer were grown by this CCS approach on opposite sides of a 2 inch a-plane sapphire wafer. Due to the CCS the Mg-content and with that the fundamental bandgap of both layers change linearly along the composition gradient. The photo response stems from a metal-semiconductor-metal (MSM) structure on the active layer and the varying spectral bandwidths are enabled by the optical filter layer.

Circular ZnO targets containing 2 at.% and 10 at.% MgO, respectively, are prepared by ball milling, cold pressing and sintering [6]. The targets are then cut into two semicircular pieces and assembled in a two-fold segmented target as illustrated in FIG. 9.23 (a,b). The rotation of the substrate and PLD-target is synchronized. First, the optical filter layer is grown on one side of a 2 inch double-sided polished a-plane sapphire wafer. After turning the substrate, the active layer is subsequently deposited on the opposite side of the substrate, but with a starting position for which the boundary is perpendicular to the edge of the 2 inch wafer. Such design leads to a spatial decoupling of both layers allowing a minimization of the bandwidth and shift of cutoff energies of the PD arrays [6, 7].

The dependence of the fundamental bandgap of (Mg,Zn)O is linear within the composition range investigated here. Hence, a variation of bandgap can be determined from a cathodoluminescence (CL) measurements in FIG. 9.24 (d,e) as related to a change of Mg-content. The Mg-composition of both layers is measured by energy dispersive X-ray spectroscopy (EDX) and mapped in FIG. 9.24 (d,e), respectively. As obvious from the CL-maps, the $E_{CL,\text{max}}$ determined from the spectra of the near band-edge emission [3], shifts continuously with increasing Mg-content to higher energies, along the composition gradient as indicated by white dashed arrows across the wafer. As expected [7], the resultant directions of the composition gradient of both layers with an angle of about 72° to each other, are consistent with the starting positions of the two-fold
PLD-target of its own (cf. FIG. 9.23 (b)). FIG. 9.24 (g,h) show the line scans of $E_{\text{CL, max}}$ and Mg-content of both layers along the gradient. $E_{\text{CL, max}}$ of the active (filter) layer across the wafer has a difference of about 350 (320) meV and increases linearly on the lateral position ($\Delta E_{\text{CL, max}} / \Delta d = 7.4$ (6.7) meV/mm). Mg-content $\Delta m_{\text{active (filter)}} / \Delta d = 0.306\%$ (0.298 %)/mm has the same trend as CL-measurements. On the same Mg-content, a slight higher $E_{\text{CL, max}}$ of the filter layer is observed (cf. FIG. 9.24 (i)) due to the surface reheating during the deposition of active layer.

The structural properties of the CCS thin films are characterized by X-ray diffraction (XRD) measurements. Both layers are single-phase, crystalline, c-axis oriented and have wurtzite structure. A shift of (0002) reflection to higher angles with higher Mg incorporation along the composition gradient on lateral position is observed due to a different distribution of the growth temperature on the PLD-heater.

The cutoff energy $E_{\text{cutoff}}$ of a PD is defined by $\sqrt{1/2} E_{\text{max}}$. All cutoff energies (cf. FIG. 9.15 (a,b)) of the PDs are achieved in the UVA spectral range ($3.10-3.94$ eV) illustrated as gray shadows in FIG. 9.15 (a,b). For the front side illumination (dashed lines),
Figure 9.15: spectral responsivity (A/W) of multichannel MSM-PDs versus photon energy at $V_{\text{ext}} = 4.0 \text{ V}$ under front- (dashed lines) and backside (solid lines) illuminations for positions selected along the gradient as depicted in FIG. 9.24 (a,b) of (a) active and (b) filter layer, respectively, the dashed-dotted lines show the maximum external quantum efficiency of 100%.

The photo response extends to deep UV range keeping a constant responsivity due to an inactive filter layer [3]. As expected from the CL- and EDX-measurements, along the Mg-composition gradient of the active layer from position (I) to (VI), a blue-shift of the absorption onset of the photo response is observed. In directions perpendicular to the gradient only a slight variation of $E^\text{cutoff}_{\text{front}}$ from positions (i) to (vi) is observed.

Figure 9.16: False color maps showing the 2 inch wafer of (a) $E^\text{cutoff}_{\text{front}}$ of photo response under front side, (b,c) $E^\text{low,high}_{\text{cutoff}}$ and (d) bandwidth under backside illumination, respectively; the black points depict positions of selected 98 MSM-PDs corresponding the wafer.

The spatial dependence of $E^\text{cutoff}_{\text{front}}$ of 98 fabricated MSM-PDs on the lateral positions indicated as black points, are shown as a false color representation in FIG. 9.16 (a). As can be seen, a wavelength-selective PD with defined bandwidth can be only realized by backside illumination (solid lines). The low cutoff energy $E^\text{low}_{\text{cutoff}}$ of PDs referred to the absorption edge of the active layer has also a blue-shift from position (I) to (VI) in FIG. 9.16 (a). Compared to $E^\text{cutoff}_{\text{front}}$ and/or $E^\text{low}_{\text{cutoff}}$, a blue-shift of $E^\text{high}_{\text{cutoff}}$ along the Mg-gradient of the filter layer (cf. FIG. 9.15 (b), FIG. 9.16 (c)) from (i) to (vi) is also observed, while there is only a slight variation on lateral positions from (I) to (VI).

The spectral bandwidth of photon energy $E_{\text{bandwidth}}$ is defined by the difference of
both cutoff energies shown as a false color map in FIG. 9.16 (d). As can be seen, the largest bandwidth of 270 meV (ca. 25 nm) is observed at the measuring position of maximal \( \Delta E_{\text{CL, max}} \) and \( \Delta m \) (cf. FIG. 9.24 (c,f)). The lowest bandwidth should be measured at the positions near the boundary of \( \Delta E_{\text{CL, max}} = \Delta m = 0 \). But apparently, the narrowest bandwidth of 29 meV is observed at the position (1) not (2), although the \( \Delta E_{\text{CL, max}} \) for both positions has a same value of 26 meV. It is caused by the limited FWHM of photo response due to alloy broadening [8], for which the Mg-contents of both layers at position (2) are higher than that of (1) (cf. FIG. 9.24 (d-f)). Thus, the bandwidth can be adjusted not only by appropriate choice of the target constituents [3], but also can be realized (\( \Delta E_{\text{bandwidth}} = 241 \text{ meV} \)) by using of two angled CCS thin films with a same target constituent.

We have realized wavelength/bandwidth-selective, monolithic, and multichannel photodiode arrays by using a design of decoupling of two separated continuous composition spreads. The onset of the absorption edge is tuned over 430 meV within the UVA range under front side illumination and the spectral bandwidth can be controlled from 270 meV down to 29 meV.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".


9.13 Low Rate Deep Level Transient Spectroscopy – A powerful tool for defect characterization in wide bandgap semiconductors

F. Schmidt, H. von Wenckstern, O. Breitenstein*, R. Pickenhain, M. Grundmann

*Max Planck Institute of Microstructure Physics, Weinberg 2, 06120 Halle, Germany

Deep Level Transient Spectroscopy (DLTS) is widely used to detect electronic defects in semiconductors [1]. In the last decades many special DLTS techniques have
been developed, from which ODLTS (DLTS working under permanent monochromatic light illumination [3, 4]) is used to determine optical capture cross sections (absorption spectra). For doing this, the optical emission rate must be at least in the order of the lowest experimentally accessible rate window of the DLTS system, which is for commercial DLTS systems about 1 s<sup>−1</sup>. The photon flux of conventional light sources is often not sufficient to produce optical emission rates above that critical value. For such cases the extension of available rate windows into the mHz-range is required. It also may allow to separate energetically close-lying levels, whose peaks are overlapping in the usual rate window range. Moreover, for wide bandgap materials it extends the detection range of defect levels to higher activation energies, as illustrated in Fig. 9.17 (a).

Such low rate windows are outside of the parameter range of standard DLTS systems.

![Figure 9.17](image)

**Figure 9.17:** (a) Accessible thermal activation energy \(E_t\) versus maximal applied temperature \(T_{max}\) for a rate window of 10 Hz (conventional DLTS) and 10 mHz (LR-DLTS), respectively. (b) DLTS signal using a rate-window of 2.4 Hz and (c) rate-windows between 76 mHz and 1.22 Hz. The lines in (c) have been shifted for clarity in vertical direction in equidistant steps of 0.5.

For detecting low emission rates the tuning state of the DLTS capacitance (\(C\)) meter is fixed during each isothermal transient measurement. During a temperature (\(T\)) scan the basic capacitance of the sample changes by typically 10%, and also the conductive loss changes considerably. If the tuning of the \(C\)-meter stays constant during the whole \(T\)-scan, its dynamic range must cover this large capacitance and conductance changes. This usually means that the \(C\)-meter is not in its most sensitive range, which is only assured if both the capacitance and the conductance are perfectly tuned in the bridge circuit. In this contribution a novel \(C\)-meter concept is introduced, combining high detection sensitivity with a permanent tuning of the basic capacitance. For performing LR-DLTS, a special DLTS spectrometer was used, which was developed at Max Planck Institute Halle. It combines maximum possible detection sensitivity with a continuously tuning of the basic capacitance and conductance inbetween the transient measurements in two independent feedback loops. The \(C\)-meter is based on the resonance-tuned bridge design described in Ref. [5]. This design was extended for automatic \(C\)- and \(G\)-compensation by using a varicap and an LED-driven photoresistor.

The setup opens up the possibility for further refined measuring techniques such as double DLTS, ODLTS with permanent and pulsed photon excitation, capacitance-voltage measurements, photo-capacitance measurements, and photo-current measurements [9]. Finally it is possible to store the whole outcome of a measurement with
each single transient for further external evaluation e.g. a deconvolution with aid of Laplace-DLTS [6].

Within the sizeable number of electrically active defects in zinc oxide (ZnO) the E3 defect is certainly one of the most prominent. This is due to the fact, that E3 seems to be omnipresent in ZnO; it is incorporated in ZnO independent of the growth method in bulk crystals, thin films and microwires from carbothermal evaporation. The thermal activation energy \( E_a \) and the apparent capture cross-section \( \sigma \) determined via DLTS are reported in the range from 275 to 300 meV and from \( 1 \times 10^{16} \) cm\(^2\) to about \( 8 \times 10^{16} \) cm\(^2\), respectively. However, the microscopic origin of E3 is still under debate.

By using high-resolution Laplace-DLTS [6], Auret et al. [7] revealed that a defect labeled E3’ exists in ZnO thin films on ZnO:Al buffer causing a DLTS signal in the vicinity of that of E3. In a conventional DLTS scan recorded by using the smallest rate-windows being in the range of 1 Hz, E3’ usually occurs only as a shoulder on the high temperature side of the E3 peak; for higher rate-windows the signals of E3 and E3’ merge making the determination of the individual trap parameters difficult if not impossible.

With LR-DLTS is is possible to apply rate-windows in the order of 1 mHz, for which the DLTS peaks of E3 and E3’ are shifted to lower temperatures, at which the emission rate of E3 and E3’, respectively, and with that the DLTS signals are easily distinguishable [9]. In Fig. 9.17 (b) a conventional thermal DLTS measurement is shown for a comparatively small rate-window of 2.4 Hz. A shoulder on the low temperature side of the E3’ signal is visible and is due to the E3 defect. The data, however, does not allow to determine trap parameters of E3’ or E3. Now, LR-DLTS extends the accessible range of emission rates by at least three orders of magnitude. With that, the signals of E3 and E3’ are measurable at temperatures for which they are clearly separated. On the basis of the LR-DLTS data an Arrhenius plot can be constructed using lineshape fits as shown by the dashed lines in Fig. 9.17 (c) for a rate window of 76 mHz.

Optical emission rates of deep levels can be investigated by means of ODLTS. In this example we observe only an interaction between the defect and free electrons in the conduction band. This is because in our \( n \)-type ZnO thin film hole emission can be neglected. Defects were charged using a filling pulse having the same shape and length as applied before in the conventional DLTS experiment, i.e. a reverse bias of 3 V, a filling pulse height of 4 V and a filling pulse length of 1 ms. The measurement was conducted at 300 K, where the emission rate of E3 is too high to contribute to the ODLTS signal. The concentration of E4, on the other hand, is too low and hardly visible in the thermal DLTS scan. Therefore, thermal emission processes can be neglected and the emission rate is given by the optical emission. Figure 9.18 (a) shows the ODLTS spectrum as a contour plot. Under illumination with photon energies of 1550 meV and 2900 meV the defects T4 [8] and TH1 [8] can be recharged, respectively, and therefore contribute to the ODLTS signal. The energetic position of the T4 step shows that the level is situated in the midgap region, where thermal emission processes can be excluded. Hence, the capacitance transient stems from the optical electron emission and subsequent optical hole emission of the midgap level. The TH1 defect, on the other hand, is located in the vicinity of the valence band edge. Its signal occurs due to the photo-ionisation by photons with an energy above 3.1 eV and a subsequent thermal emission of the generated hole into the valence band.

The optical capture cross-section \( \sigma_{opt} \) is determined by the optical emission rate \( e_{opt} \) and
the photon flux $\phi$, which is determined by the light source used and therefore usually fixed. To obtain $\sigma^o_n$ in a wide energy range, it is necessary to assign the maximum ODLTS signal for each photon energy as shown exemplary for $E_{ph} = 2200$ meV in Fig. 9.18 (b). With LR-DLTS it is now possible to measure rate-windows in the mHz range and for a given photon energy $h\nu$ a by 3 orders of magnitude smaller optical emission rate and with that optical capture cross-section $\sigma^o_{n,p}$. This allows to determine $\sigma^o_{n,p}$ over a wide photon energy range. Figure 9.18 (c) and (d) show $\sigma^o_n$ for T4 and TH1, respectively. The optical capture cross-section can be associated with absorption measurements and is therefore a fingerprint of a certain defect. Via the normalized peak height of the ODLTS signal $\vartheta/C_0$ and the net-doping density obtained from CV-measurements we determined the concentrations of T4 and TH1 to be $1 \times 10^{16}$ cm$^{-3}$ in each case. It is worth to recall that T4 and TH1 are the dominating compensating deep defects in ZnO and are not accessible with thermal DLTS.

9.14 Deep defects in ZnO microwires


∗The MacDiarmid Institute for Advanced Materials and Nanotechnology, University of Canterbury, Christchurch 8043, New Zealand

Self organized grown zinc oxide microstructures have gained much attention due to their promising properties for applications in microscale and nanoscale technologies [1, 2]. ZnO micro- and nanostructures of high crystalline quality are key structures for modern photonic devices such as microresonators, ultraviolet detectors and electrically driven nanolasers [2]. However, the presence of defects greatly impacts material properties, such as carrier lifetime, mobility, and UV emission efficiency. Understanding the incorporation of defects is therefore an essential step towards the development and optimization of future applications. In this study we report on a detailed investigation of the defect nature of a ZnO microwire grown by carbo-thermal evaporation, a ZnO thin film grown by pulsed-laser deposition on an α-plane sapphire, and a hydrothermally grown Zn-face ZnO single crystal (Tokyo Denpa Co. Ltd.). The samples were investigated by means of current-voltage (IV) measurements, capacitance-voltage (CV) measurements, and deep-level transient spectroscopy (DLTS).

Room temperature IV measurements were applied using an Agilent 4156C precision semiconductor parameter analyzer and are shown in Fig. 9.19 (a) for all three ZnO structures.

The series resistance $R_s$, the shunt resistance $R_p$, and the rectification ratio $RR$ defined by $I(+1\, V)/I(-1\, V)$ were determined and are summarized in Tab. 9.1.

Frequency-dependent capacitance measurements reveal the influence of the series resistance on the cut-off frequency $\nu_{co}$ and on the frequency dependence of the capacitance. Since $\nu_{co}$ is inversely proportional to $R_s$ and this value is quite high for the microwire (80 kΩ, cmp. Tab. 9.1), it was necessary to check that $\nu_{co}$ was above the 1 MHz measuring frequency of our DLTS system. This was confirmed for all diodes used in this study, as shown in Fig. 9.19 (b). All samples are therefore suitable for investigations by DLTS.
Table 9.1: Series resistance $R_s$, shunt resistance $R_p$ and rectification ratio $RR$ obtained from room-temperature $IV$-characteristics of ZnO Schottky diodes.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$R_s$ ($\Omega$)</th>
<th>$R_p$ ($\Omega$)</th>
<th>$RR$</th>
</tr>
</thead>
<tbody>
<tr>
<td>microwire</td>
<td>80k</td>
<td>40M</td>
<td>$3 \times 10^2$</td>
</tr>
<tr>
<td>thin film</td>
<td>61</td>
<td>6M</td>
<td>$2 \times 10^5$</td>
</tr>
<tr>
<td>single crystal</td>
<td>115</td>
<td>9G</td>
<td>$6 \times 10^7$</td>
</tr>
</tbody>
</table>

Figure 9.20: DLTS scans of (a) the microwire, (b) the thin film and (c) the single crystal sample using a rate window of 500 Hz and 50 Hz, respectively.

DLTS was applied in a temperature range from 10 K to 330 K. A description of the DLTS system can be found in Ref. [4]. The samples were biased at $V = -2$ V and excited using a filling pulse of $V = 2.5$ V applied for $t_p = 1$ ms. Rate windows in the range of 2.5 Hz to 2000 Hz were used. The DLTS scans of the microwire, the thin film and the single crystal sample are shown in Fig. 9.20 (a) to (c) for rate windows of 50 Hz and 500 Hz, respectively.

For the ZnO microwire, we found DLTS peaks that correspond to the carrier emission of the defects T2 and E3. The E3 defect, which is commonly observed in ZnO, was also present in the thin film and single crystal samples (cmp. Fig. 9.20 (b) and (c)). The defect activation energy of approximately 300 meV was also determined by temperature dependent Hall-effect measurements on an undoped ZnO microwire [5]. It was shown that the activation energy and apparent capture cross section $\sigma_n$ of T2 depends on its concentration. The trap parameters of T2 in the microwire sample would therefore allow an estimation of the defect concentration $N_{LT2}$. By extrapolation of the $\sigma_n$ versus $N_{LT2}$ relation (inset in Fig. 2 in Ref. [6]) we determined the concentration to be below $10^{14}$ cm$^{-3}$. In general the appearance of E3 and T2 in the microwire sample is a strong indication for their connection to intrinsic defects.

The concentration of T2 is enhanced in ZnO under annealing in vacuum and an oxygen ambient as shown in melt grown single crystal ZnO and PLD grown ZnO, respectively. While this is confirmed in the low-Li bulk sample prepared at nominally 1400°C ($N_{LT2} = 3 \times 10^{15}$ cm$^{-3}$) as well as in the PLD thin film grown at 650°C ($N_{LT2} = 4 \times 10^{14}$ cm$^{-3}$), surprisingly the concentration of T2 in the microwire is lowest (since $E_t$ is highest) even at intermediate growth temperatures of 950°C. We therefore suggest that the position of the Fermi level $E_F$ significantly affects the concentration of T2. Based on a model introduced by Schmidt et al., the T2 defect is assumed to be a donor-acceptor complex. Although our experimental methods are not sensitive to the chemical nature of either the donor or the acceptor, we would propose the zinc vacancy...
$V_{Zn}$ as a possible candidate for an acceptor. First-principles studies reveal that $V_{Zn}$ has a lower formation energy for a higher Fermi level [7]. Due to the naturally high concentration of donors in ZnO it is reasonable that the T2 concentration is determined by the concentration of that acceptor and with that the position of the Fermi level. This is supported by the net-doping density $N_d - N_a$, which is a measure for $E_F$ in our samples. $N_d - N_a$ was obtained from CV measurements for the PLD thin film and the low-Li bulk sample to be $1 \times 10^{17}$ cm$^{-3}$ and $4 \times 10^{16}$ cm$^{-3}$, respectively. Due to the large uncertainty of the effective contact area we can only estimate the net doping density for the microwire to be about $10^{16}$ cm$^{-3}$. This value is consistent with the apparent free carrier concentration $n_H = 2 \times 10^{16}$ cm$^{-3}$ determined from Hall effect measurements of similar wires. Therefore, we conclude that the acceptor is most likely formed in the PLD thin film followed by the bulk sample and the microwire, which is consistent with the model proposed for T2. Freeze-out due to the comparatively large degree of compensation in the microwire sample and the as-grown ZnO-bulk sample supports the assumption that $V_{Zn}$ is preferably formed in the PLD thin film having a high Fermi level, while the generation of the defect is less distinct in the compensated microwire or only occurs after thermal treatment as it is the case for the two bulk samples.


9.15 Defect studies on Ar-implanted ZnO thin films


*M. Friedrich-Schiller-Universität Jena, Institut für Festkörperphysik, Max-Wien-Platz 1, 07743 Jena, Germany

Zinc oxide (ZnO) and related compounds are interesting for optoelectronic devices working in the near UV. Ion implantation is commonly used in the device fabrication process for e.g. LEDs in GaN [1], however, it is not yet routinely applied in ZnO. A profound understanding of ion induced damage in such wide band gap semiconductors is necessary to optimize suitable implantation and annealing conditions for certain applications.
In this study we present a combination of low-rate deep level transient spectroscopy (LR-DLTS) [2, 3] and optical deep level transient spectroscopy (ODLTS) to study native deep-level defects introduced into ZnO thin films by Ar ion implantation. The ZnO thin film with a thickness of approx. 1 µm was grown by pulsed laser deposition (PLD) [4] on an a-plane sapphire wafer. The wafer was divided into smaller pieces from which one piece was kept as as-grown reference and one was implanted with ⁴⁰Ar ions.

Figure 9.21 (a) and (b) show the DLTS signals multiplied with the net-doping \( N_t \) density obtained from CV-measurements versus the thermal emission rate \( e_n^{th} \) and the temperature, respectively. In this representation the signal height is directly proportional to the concentration of the emitting defect level.

In Fig. 9.21 (a) DLTS signals of the reference sample (black line) and the argon-implanted sample (grey line) are depicted for a fixed measurement temperature of 360 K, respectively. Apparently, the argon-implantation introduces two deep levels resulting in peaks at \( e_n^{th} = 1.7 \) mHz and \( e_n^{th} = 0.56 \) Hz, respectively. Figure 9.21 (b) shows the DLTS signals in a temperature range between 300 K and 370 K for a fixed rate window of 19 mHz. In the thermal DLTS scan only the shallower defect is visible in the temperature range accessible with our setup. Both defects are absent in the reference sample. The defects have activation energies \( E_a \) of 980 meV and 1300 meV, respectively, and apparent capture cross sections \( \sigma_n \) of \( 2.4 \times 10^{-13} \) cm\(^2\) and \( 1.4 \times 10^{-11} \) cm\(^2\), respectively.

Optical DLTS (ODLTS) [3, 5] was carried out using an IR-laser diode having a wavelength of 1064 nm \( (E_{ph} = 1.17 \text{ eV}) \). The ODLTS scan of E980 is shown by the orange line in Fig. 9.22 (a) for a rate window of 19 mHz. The black line represents the DLTS signal under dark conditions using the same rate window. At low temperatures \( (T < 310 \text{ K}) \) the DLTS signal is dominated by the optical emission of carriers, since \( e_n^{opt} \gg e_n^{th} \). At high temperatures \( (T > 360 \text{ K}) \) the thermal emission process is predominant and leads to a drop of the ODLTS signal. The difference of the ODLTS signal between 310 K and 360 K should correspond to the sum of the concentration of E980 and E730. However, this is not the case, since the drop of the ODLTS signal is larger than the DLTS maximum of E980 including the signal of E730 under dark conditions. Hence,
we conclude that more than those two deep levels contributes to the overall signal and therefore applied high resolution Laplace DLTS (LDLTS) [6] as described in the following. A LDLTS spectrum for $T = 360$ K is shown in Fig. 9.22 (b). The deconvolution of isothermal capacitance transients reveals contributions of 3 deep levels labelled E980, E730 and E980a.

Since only changes in the charge state of defects are measured, space charge spectroscopic methods, in particularly DLTS, are chemically blind. However, we assign the oxygen vacancy $V_O$ as a possible candidate for E730, E980 or E1300. It was shown from first-principle studies that the oxygen vacancy is a deep donor in ZnO with the transition $V_{O}^{2+} \rightarrow V_{O}^{0}$ at approximately 1.0 eV below the conduction band edge [7]. Due to its high formation energy of $\approx +3.5$ eV it is neither likely that $V_O$ is incorporated during growth nor that the defect is responsible for unintentional $n$-type conductivity of ZnO. By the implantation of high energetic ions, on the other hand, such energies can be easily transferred to the lattice and therefore lead to the formation of defects e.g. vacancies [8].

Figure 9.22: (a) Thermal DLTS (black line) and ODLTS scan (dashed line). (b) Isothermal LDLTS spectrum at $T = 360$ K. The dotted line in (a) represents the calculated DLTS signal taking into account the signal heights and the emission rates obtained from the LDLTS measurement. Figures adapted from Ref. [8].

9.16 Epitaxial growth of LaAlO$_3$ and LaNiO$_3$ thin films and multilayers by PLD

H.M. Wei, M. Lorenz, M. Grundmann

LaNiO$_3$ (LNO) is an interesting material exhibiting Pauli paramagnetic metallic behavior at any temperature [1]. Over the past few years, research interest in this compound was the development of highly conductive electrodes for ferroelectric thin-film devices [2]. Recently, LNO superlattices (SLs) have been drawing enormous attention since the prediction of a possible high-temperature superconductivity [3]. Furthermore, theory predicts the appearance of topological phases in LaNiO$_3$/LaAlO$_3$ SLs (where LaAlO$_3$ is a wide band-gap insulator) [4, 5]. However, up to date, little experimental work has been done.

![Figure 9.23](image)

We have grown LAO and LNO thin films and 10 × [LNO($d$ nm)/LAO($d$ nm)] multilayers (MLs) by PLD on various substrates. Before deposition, the substrates are annealed in a tube furnace in order to obtain single-terminated and atomically flat steps. Reflection high-energy diffraction (RHEED) was utilized to monitor the two-dimensional growth process and control the thickness of thin films. As shown in Fig. 9.23 (a), RHEED intensity oscillations are clearly observed during growth of the first LAO layer. In addition, Fig.1 (a) shows RHEED patterns before and after deposition of 14 layers. The sharp pattern with clear Kikuchi lines confirms an atomically
flat surface. All LAO films with different thickness have consistent out-of-plane lattice constant and smooth surface with root mean square (rms) roughness below 0.17 nm as shown in Fig. 9.23 (b,c).

Figure 9.24: (a) Temperature-dependent resistivity of LNO films. (b) $\rho \text{ vs. } T^2$ curve below 100 K. (c) Residual elastic strain in perpendicular direction of samples corresponding to (a). (d) Plot of resistivity of LNO films as a function of elastic out-of-plane strain.

Table 9.2: Characteristics of the LNO films: strain, electron-phonon coupling constant $\lambda$, carriers mean free path $l$ and Kadowaki-Woods ratio $\gamma_{KW}$. Out-of-plane strain was adjusted by the PLD growth parameters.

<table>
<thead>
<tr>
<th>Sample no.</th>
<th>strain</th>
<th>$\lambda$</th>
<th>$l$ (Å)</th>
<th>$\gamma_{KW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>G4889</td>
<td>-0.57</td>
<td>0.915</td>
<td>4.05</td>
<td>11.02</td>
</tr>
<tr>
<td>G4807</td>
<td>-0.29</td>
<td>0.383</td>
<td>9.37</td>
<td>5.441</td>
</tr>
<tr>
<td>G4867</td>
<td>-0.16</td>
<td>0.205</td>
<td>20.9</td>
<td>2.217</td>
</tr>
<tr>
<td>G4899</td>
<td>0.23</td>
<td>0.194</td>
<td>16.85</td>
<td>2.159</td>
</tr>
<tr>
<td>G4809</td>
<td>0.29</td>
<td>0.269</td>
<td>12.67</td>
<td>3.049</td>
</tr>
</tbody>
</table>

The lattice constant and strain of LNO films could be controlled by adjusting the growth conditions. All LNO films show metallic conductive behavior with a positive resistivity temperature coefficient as shown in Fig. 9.24(a). At higher temperatures ($T$ above 100 K), $\rho (T)$ follows a linear relation: $\rho = \rho_0 + AT$. Such a behavior of $\rho$ is related to the typical electron-phonon ($el - ph$) scattering. The $el - ph$ coupling $\lambda$ can be estimated from the slope of the resistivity using [6]: $\lambda = (\hbar \omega_p^2 / 8\pi^2 k_B) [\rho (T) - \rho (0)] / T = 0.246 (\hbar \omega_p^2 ) A$, where $\hbar \omega_p$ is the plasmon energy, $\omega_p$ is the plasmon frequency, $k_B$ is the Boltzmann constant, and $A$ is the slope of the $\rho (T)$. The values of $\lambda$ for our samples are between about 0.2 and 0.9 (see Tab. 1). Compared with $\lambda$ value of about 0.14 for heat treated LaNiO$_3$ film [7], the larger $\lambda$ obtained here indicates a stronger coupling between electrons and phonons in our films. The free path $l$ can be obtained
by using the relation [6]: \( l = 4.95 \times 10^{-4} v_F / \rho \langle h \alpha^2 \rangle \), where \( v_F \) is the Fermi velocity (about 1.05 \( \times \) 10^{-7} \( \text{cm} \cdot \text{s}^{-1} \) for LNO). At lower temperature (\( T \) below 100 K), as shown in Fig. 9.24(b), \( \rho \) fits to the following equation: \( \rho = \rho_0 + BT^2 \). In general, the \( T^2 \) term originates from electron-electron (\( el-el \)) scattering. The Kadowaki-Woods ratio \( \gamma_{KW} \) is given by [8]: \( \gamma_{KW} = B / \gamma^2 \), where \( \gamma \) is the electronic specific heat coefficient and this value for LNO is about 13.8 \( \text{mJ} \cdot \text{mol}^{-1} \cdot \text{K}^{-2} \) [9]. We obtained larger \( \gamma_{KW} \) values, which indicates a stronger \( el-el \) Coulomb interaction that is related to the 3 \( d \) electrons [10]. In order to clarify the origin of the resistivity differences, out-of-plane lattice constants and elastic strains were measured using the following equation: \( \varepsilon = (c - c_{\text{bulk}}) / c_{\text{bulk}} \times 100\% \). According to our results, we observe a correlation between elastic strain and the resistivity, i.e. as strain increases, both tensile and compressive, we observe a clear increase of resistivity.
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Figure 9.25: (a) XRD 2\( \theta - \omega \) of LNO/LAO MLs on LAO substrate with different single layer thickness (inset shows the layer fringes of ML deposited on LSAT substrate). (b) AFM image with line scan and corresponding height profile of ML with \( d = 2 \) nm. (c) Reciprocal space map around the asymmetric LAO (-103) peak of ML with \( d = 2 \) nm. The red ellipse marks the ML peak. (d) Temperature-dependent resistivity of single LNO thin films and ML with \( d = 2 \) nm (inset are MLs with \( d = 4 \) nm and 10 nm).

Fig. 9.25(a) displays the XRD 2\( \theta - \omega \) scans of LNO/LAO MLs with different monolayer thickness which could be controlled by the number of laser pulses. As shown in the inset, layer fringes are observed clearly. From the layer fringes, a single layer thickness of \( d = (10 \pm 1) \) nm is obtained. As shown in the AFM image in Fig. 9.25(b), ML with \( d = 2 \) nm has a smooth surface with rms roughness of about 0.47 nm. Fig. 9.25(c) shows a reciprocal space map for the ML in the vicinity of the perovskite (-103) peak. \( Q_x \) of the ML is almost equal to that of substrate indicating a good in-plane lattice match, i.e. pseudomorphic growth. Single LNO films remain metallic when the thickness is reduced as shown in Fig. 9.25(d). LNO film with thickness of 20 nm shows a low resistivity about 100 \( \mu \Omega \cdot \text{cm} \) at 300 K. Interestingly, a 10 \( \times \) [LNO/LAO] ML with \( d = 2 \) nm
shows a resistivity minimum at about 150 K which is related to the weak localization effect [11].

In summary, LAO and LNO thin films and $10 \times [\text{LNO/LAO}]$ MLs have been grown by PLD. Structural, morphological and electrical properties were studied in detail. Further work will focus on the optimization of PLD conditions to further improve layer-by-layer growth and the in-depth investigation of band structure by photoconductivity and IR-ellipsometry.


9.17 2D layer by layer growth of TiN for use as bottom electrode in zinc ferrite based magnetic tunnel junctions

M. Bonholzer, M. Lorenz, M. Grundmann

Spinel oxides such as magnetite ($\text{Fe}_3\text{O}_4$) and zinc ferrite ($\text{ZnFe}_2\text{O}_4$) show promising properties for spintronic applications, i.e. semiconducting behavior and a high spin polarization [1–4]. We use zinc ferrite as ferromagnetic electrodes in order to realize room temperature operation of oxide based magnetic tunnel junctions (MTJs). A highly conductive interlayer is required for a successful device implementation of these spinel oxides in MTJs [1]. To reduce the series resistance of our devices we add a highly conductive titanium nitride (TiN) layer between the magnesium oxide (MgO) substrate and the $\text{ZnFe}_2\text{O}_4$ layer. A critical issue in MTJs is the interface quality. In order to support the tunneling process, the interfaces must be as flat as possible.

We succeeded to grow atomically smooth hetero-epitaxial TiN and $\text{ZnFe}_2\text{O}_4$ thin films on (001) MgO single crystals by pulsed laser deposition (PLD). In order to generate perfect conditions for two-dimensional growth of TiN on MgO, the substrates have to be annealed at 950°C for 2h in vacuum using a $\text{CO}_2$ laser heater. The annealed substrates show smooth and uniformly stepped surfaces. The terrace height is half a unit cell of MgO; a value of 0.21nm was measured by atomic force microscopy (AFM).

On these substrates we grew TiN thin films by pulsed laser deposition (PLD). In situ RHEED oscillations indicate two-dimensional (2D) growth mode up to a film thickness of about 50 nm. This is confirmed by AFM measurements. The TiN films show smooth, stepped surfaces with a uniform terrace height of about 0.21 nm. X-ray diffraction
reciprocal space maps of asymmetric reflections show strained, pseudomorphic growth of TiN on MgO. The in-plane lattice constant of TiN is with 4.22 Å the same as MgO, the out-of plane lattice constant is 4.25 Å (bulk TiN: $a = 4.24$ Å). A peak broadening only in $q_\perp$ due to the finite film thickness indicates a high film quality. The occurrence of intensity fringes in the high resolution X-ray pattern indicates a smooth film surface and interface, as well.

On top of the TiN layer the ZnFe$_2$O$_4$ layer (magnetic bottom electrode) is also grown by PLD. X-ray diffraction measurements show a clear zinc ferrite peak and also intensity fringes linked to this layer. The spacing of this fringes gives a layer thickness of 70 nm. AFM images show a stepped surfaces with a step height of 1/4 of the unit cell. This
result is also found on magnetite (Fe₃O₄) films, which have a similar crystal structure to zinc ferrite (spinel). The step height is explained by a B-layer termination [5, 6]. This high quality films of TiN and ZnFe₂O₄ with their smooth, stepped surfaces will be used as bottom electrode for ZnFe₂O₄ based MTJs.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".


9.18 Heteroepitaxial thin films of layered perovskite Li₂IrO₃ grown by pulsed laser deposition

M. Jenderka, H. Frenzel, R. Schmidt-Grund, M. Grundmann, M. Lorenz

The layered perovskite oxides A₂IrO₃ (A = Na, Li) have been studied in recent years in terms of a physical realization of spin-liquid [1] and topological insulator [2] phases, desired within certain quantum computation proposals. Subsequent experiments showed that, while Na₂IrO₃ is clearly within an antiferomagnetically ordered phase, Li₂IrO₃ is close to the desired spin liquid phase [3]. There is yet no direct experimental evidence of a topological insulator phase in both materials. However, theoretical studies predict that a topological insulator phase can still be achieved by application of strain [2, 4]. Hence, the fabrication of epitaxial thin films is a first step in exposing a possible topological insulator phase and generally paves the way for future device applications.

Recently, we successfully grew heteroepitaxial Na₂IrO₃ thin films. We observed three-dimensional Mott variable range hopping conductivity (Mott-VRH) and signatures of a weak antilocalization effect that can be associated with topological surface states [5]. Experimental data on Li₂IrO₃ were so far restricted to polycrystalline samples. Here, we report on the pulsed laser deposition (PLD) of heteroepitaxial Li₂IrO₃ films on ZrO₂:Y(001) (YSZ) single crystalline substrates. A typical x-ray diffraction (XRD) 2Θ-ω pattern of a Li₂IrO₃ film is displayed in Fig. 9.27(a). As in Na₂IrO₃ [5], the pattern is indexed on the basis of a monoclinic C2/c unit cell. [3] The pattern shows pronounced symmetric peaks related to a preferential (001) out-of-plane crystalline orientation. Investigation of the in-plane epitaxial relationship is done by high-resolution XRD φ scans of the asymmetric Li₂IrO₃ (131) and YSZ (111) reflections, shown in Fig. 9.27(b). We observe that the epilayer aligns in-plane within 12 "strong" plus 12 "weak" rotational domains. The precise origin of this large number of rotational domains is at present unknown.

Resistivity ρ between 35 and 300 K is dominated by a three-dimensional Mott-VRH mechanism (see Fig. 9.27(c)). Infrared optical transmission from 0 to 1.85 eV, measured by Fourier transform infrared spectroscopy, reveals a small optical gap E₉≈ 300 meV.
Figure 9.27: PLD-grown $\text{Li}_2\text{IrO}_3$(001) thin film on YSZ(001). (a) XRD $2\theta$-ω scan. (b) High-resolution XRD $\phi$ scans of asymmetric $\text{Li}_2\text{IrO}_3$ (131) and YSZ (111) reflections. (c) Temperature-dependent resistivity plotted in log $\rho$ versus $T^{-1/4}$. Straight line fit indicates dominant Mott-VRH mechanism.

By means of spectroscopic ellipsometry, we measured the dielectric function in the spectral range between 0.03 and 3.50 eV. The calculated absorption coefficient confirms the value for $E_{\text{go}}$.

This work has been supported by Deutsche Forschungsgemeinschaft within the project "Oxidische topologische Isolator-Dünnfilme – Darstellung und elektronische Eigenschaften" (Lo 790/5-1).

9.19 Multiferroic Composite and Multilayer Thin Films, based on BaTiO$_3$ and BiFeO$_3$

P. Schwinkendorf, M. Lorenz, V.V. Lazenka*, K. Brachwitz, T. Böntgen, M. Grundmann

*Institute for Nanoscale Physics and Chemistry, KU Leuven, Belgium

Multiferroics are a promising new class of materials for potential use in future electronic devices. Their unique property is the coexistence and coupling of two or more ferroic order parameters. The most desirable properties are ferromagnetism and ferroelectricity which may create the possibility of switching a material's electric polarization via a magnetic field or its magnetization via an electric field.

Up to now there is only one single phase room temperature multiferroic material known, namely BiFeO$_3$. Besides investigating complex oxides such as double perovskites for their multiferroic behavior it is our aim to improve the electrical and magnetic properties of BiFeO$_3$ thin films by combination with BaTiO$_3$ as either composite films or multilayer films.

For this purpose we used samples grown by pulsed laser deposition on $5 \times 5$ mm$^2$ and $10 \times 10$ mm$^2$ SrTiO$_3$ (100), MgO (100), and MgAl$_2$O$_4$ (001). For composite films we ablated mixed targets with content ratios of 33% BaTiO$_3$ / 67% BiFeO$_3$ and 67% BaTiO$_3$ / 33% BiFeO$_3$ [1]. The multilayers consist of 30 alternating BaTiO$_3$ and BiFeO$_3$ layers of 1000 laser pulses each. X-ray diffraction was performed verifying c-oriented growth of both the composites and the multilayers. Samples grown at higher oxygen partial pressure (0.25 mbar) tend to exhibit lower out-of-plane lattice constants probably indicating non-lattice-matched film growth in comparison to low pressure samples (0.01 mbar). In AFM measurements we find a generally much smoother surface for multilayers (rms ca. 1 nm) than for composites (rms ca. 8 nm).

Figure 9.28: Ferroelectric hysteresis of (a) BaTiO$_3$ 67% / BiFeO$_3$ 33% – composite and (b) 15 × BaTiO$_3$ / BiFeO$_3$ multilayer thin film taken at 300 K. The composite shows very high electric field stability and high saturation polarization.

All samples (surprisingly even pure BaTiO$_3$ – probably due to oxygen vacancies) exhibit weak magnetism as well as ferroelectricity and can thus be considered multiferroic. However, pure BiFeO$_3$ thin films often suffer from high dc leakage covering its ferroelectric switching. A rising BaTiO$_3$ content in composite films increases their...
resistivity while preserving a high ferroelectric polarization of over 60 \( \mu \text{C/cm}^2 \) (Figure 1 (a)). Multilayers also feature lower leakage currents, but at the expense of a significantly reduced ferroelectric polarization (Figure 1 (b)).

The advantage of multilayer films becomes obvious regarding the magnetization as they surpass pure BiFeO\(_3\) by nearly 100\% at room temperature reaching values of over \( 10^{-3} \text{T/} \mu_0 \) at 300 K and \( 3 \times 10^{-3} \text{T/} \mu_0 \). We attribute this effect to a coupling of the different particular magnetic moments of both the BaTiO\(_3\) and the BiFeO\(_3\) at the layer interfaces in contrast to the composite films.

The magnetoelectric coefficient \( \alpha_{\text{ME}} = \partial E / \partial H \) was determined as a function of applied DC magnetic field as well as temperature using a longitudinal AC method in Leuven. Figures 2 (a) and (b) show \( \alpha_{\text{ME}} \) of the 0.01 mbar multilayer (8.76 V/cmOe) being significantly larger than that of the 0.01 mbar BaTiO\(_3\) 67\% / BiFeO\(_3\) 33\% composite (1.61 V/cmOe).

Another composite sample grown at 0.25 mbar oxygen partial pressure reached an even higher \( \alpha_{\text{ME}} \) of 20.75 V/cmOe [1].

Besides the intrinsic ME coupling in BiFeO\(_3\), an additional ME effect in multilayer multiferroic films is created at the interfaces. There is an elastic coupling at the interface: an applied magnetic field produces an elastic strain in the magnetostrictive phase (BiFeO\(_3\)) which is stress coupled to that of the piezoelectric (BaTiO\(_3\)), resulting in an induced voltage.

![Diagram](image)

**Figure 9.29:** ME coefficient \( \alpha_{\text{ME}} \) as a function of temperature (at 0 T) and DC magnetic field (at 300 K) for 15 \( \times \) BaTiO\(_3\) / BiFeO\(_3\) multilayer and BaTiO\(_3\) 67\% / BiFeO\(_3\) 33\% composite thin films both grown at 0.01 mbar.


### 9.19.1 Cuprous Iodide - a p-type transparent semiconductor: history and novel applications

M. Grundmann

Cuprous iodide was described by Bädeker as the first transparent conductive material in 1907 [1]. We have reviewed the literature on CuI bulk, thin films and nanostructures
Figure 9.30: (a) X-ray diffraction azimuthal φ-scan of 100 nm evaporated CuI on ≈ 1 μm heteroepitaxial ZnO thin film on α-Al₂O₃ heterostructure around substrate normal for Al₂O₃ (300) and ZnO (104) (red and blue lines) and CuI (331) (black dots) reflections. The angular intensity of Cu(331) is fitted with a sinusoidal curve (green line). (b) Graphical representation of the in-plane epitaxial relationship and rotation domain formation. (c) SEM image of an evaporated CuI epilayer on ZnO(00.1). The preferred domain orientation is indicated with orange triangles corresponding to (b). Grain orientation rotated by 30° is indicated with blue triangles; another domain rotated by about 9° is indicated with a yellow triangle. Three small orange triangles indicate area of coalescence of similarly oriented epitaxial domains.

[2] In this publication we also have presented first evidence for epitaxial growth of CuI(111) on ZnO(00.1) (on Al₂O₃) (Fig. 9.30). This combination of p-CuI and the ZnO n-type oxide results in diodes with high rectification (6 × 10⁶ at ±2 V) and ideality factor around 2 as reported in [3].

9.19.2 Umweganregung of ZnO Bulk and Thin Films

M. Grundmann, M. Lorenz, J. Bläsing*, A. Krost*
*Otto-von-Guericke Universität Magdeburg

We have investigated Umweganregung reflections (Renninger scans, X-ray multiple reflections) for \((HKL) = (00.1), (00.3)\) and \((00.5)\) (Fig. 9.31a) for a number of wurtzite structure ZnO samples, namely various bulk crystals (substrates), two ZnO thin films and a ZnO:Mg thin film, grown by pulsed laser deposition on a-plane sapphire [1]. Using a low divergence setup, we achieve a high angular resolution of \(0.1^\circ\) or better (a factor of ten better than previous published work). We have derived an analytical formula for peak positions as a function of wavelength \(\lambda\) and the lattice parameters \(a\) and \(c\). The three investigated ZnO substrates exhibit all expected (kinematically allowed) reflections for Cu \(K_{\alpha 1}\), \(K_{\alpha 2}\) and \(K_{\beta}\) (Fig. 9.31b).

A lineshape analysis of the multiple reflection peaks shows that the width of certain reflections (e.g. \((hkl) = (44.1)\) in Fig. 9.32a and \((hkl) = (12.4)\) in Fig. 9.32b) is determined by the spectral linewidth of the exciting copper lines. The thin films exhibit only slight broadening of the peaks but disappearance of several reflections. The \(a\) lattice constant can be determined directly and with high precision from the azimuthal peak positions.

Figure 9.33: (a) Dependence of the single-exciton decay time on the QW width for ZnO/(Mg, Zn)O-QWs with three different Mg-contents \(x\) in the barriers. Dots represent planar samples with \(x = 22\%\). Triangles (\(x = 31\%\)) and squares (\(x = 16\%\)) represent wedge-shaped samples. The solid lines represent the simulated data for the indicated Mg-content in the barrier layers. (b) Linear fit (grey line) of the experimentally determined total polarization difference \(\Delta P_{\text{QW}}\) (dots) between QW and barrier layers. The piezoelectric polarization (dotted line) has been calculated for the ZnO-QW. For the relaxed barrier layers \(P_{\text{pz}}\) equals zero. The black line represents the determined difference of the spontaneous polarization between ZnO and (Mg, Zn)O in dependence on the Mg-content.

9.20 Spontaneous and piezoelectric polarization in ZnO/Mg\(_x\)Zn\(_{1-x}\)O quantum wells

M. Stölzel, A. Müller, G. Benndorf, H. Hochmuth, M. Lorenz, M. Grundmann

Due to the higher bandgap of (Mg, Zn)O compared to ZnO, it is commonly used as a barrier material for ZnO based quantum wells (QWs). Wurtzite ZnO as well as wurtzite
(Mg, Zn)O are polar materials exhibiting a spontaneous polarization (sp) along the c-axis. For pseudomorphic growth of the structure at least one of the materials is strained leading to an additional piezoelectric polarization (pz). The resulting electric field across the QW $E = \Delta P_{QW}/\varepsilon$ is determined by the differences of the components of the polarization of the layers $\Delta P_{QW} = \Delta P_{sp} + \Delta P_{pz}$. Up to now, only calculations exist for the spontaneous polarization of wurtzite (Mg, Zn)O differing widely, e.g. listed in Ref. [1].

We performed low temperature ($T = 2\,\text{K}$) time-resolved photoluminescence (PL) measurements on polar ZnO/(Mg, Zn)O QWs grown by pulsed laser deposition in an oxygen ambient on $a$-plane sapphire ($T = 650\,\text{°C}$, $p = 0.004\,\text{mbar}$). For QW widths larger than the Bohr radius of the exciton ($\sim 2\,\text{nm}$), the internal electric field separates electrons and holes inside the QW, which decreases the transition energy (triangular potential for electrons and holes) and largely increases the decay time, known as the quantum-confined Stark effect. The single-exciton transition energy is very hard to determine with a sufficiently high signal-to-noise ratio by continuous-wave PL as well as by time-resolved experiments because screening effects must be considered even at moderate excitation densities ($\sim 1\,\text{W/cm}^2$). In contrast to that, the decay time of the unscreened single-exciton inside the QW can be well determined from the measured energetic dependence of the decay time by means of an extended relaxation model [2].

In Fig. 9.33 (a) the dependence of the single-exciton decay time on the well width is shown for samples incorporating three different Mg-contents in the barriers. It has been simulated by a self-consistent solution of the Schrödinger and Poisson equation. The details of the calculations as well as the parameters are described in Ref. [2].

The simulation yields the polarization across the QW for the three Mg-contents (shown in Fig. 9.33 (b)). A linear approximation gives $\Delta P_{QW}$ in dependence on the Mg-content. It should be noted that the barrier layers are unstrained. The piezoelectric polarization equals zero for the barrier layers. Therefore $\Delta P_{QW}$ only consists of the difference of the spontaneous polarizations of the two materials as well as the piezoelectric polarization of the pseudomorphic grown ZnO-QW. With the determined elastic stiffness constants ($C_{ij}$) [3] and components of the piezoelectric tensor ($e_{ij}$) [4] for the binary material ZnO, the piezoelectric polarization can be calculated by $P_{pz} = 2(a_a - a_c)/a_a \cdot (e_{31} - e_{33}C_{13}/C_{33})$ [5], where $a_a$ and $a_c$ represents the lattice constants of the unstrained bottom layer and the pseudomorphic grown film in equilibrium. Using the dependence of the lattice constant on Mg-content determined by X-ray diffraction $a(x)$ [Å] = 3.244 + 0.058·x [6] we calculate $P_{pz}^{\text{ZnO}}$ as indicated by the dotted line in Fig. 9.33 (b). Subtracting $P_{pz}^{\text{ZnO}}$ from $\Delta P_{QW}$ finally gives the difference in spontaneous polarization of the materials. With $P_{sp}^{\text{ZnO}} = 0.057\,\text{C/m}^2$ [4] the spontaneous polarization of wurtzite (Mg, Zn)O results in $P_{sp}^{\text{MgZnO}} = (0.057 + (0.151 \pm 0.016)\cdot x)\,\text{C/m}^2$ in dependence on the Mg-content. The determined dependence is by a factor of five larger compared to the theoretical predictions [1].

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".

9.21 Phonon modes and dielectric function of (In\textsubscript{x}Ga\textsubscript{1-x})\textsubscript{2}O\textsubscript{3} thin films


We investigated the phonon modes (Sects. 9.21.1 and 9.21.2) and optical properties (Sec. 9.21.3), i.e. the refractive index dispersion and the energy of the optical absorption edge, of (In\textsubscript{x}Ga\textsubscript{1-x})\textsubscript{2}O\textsubscript{3} in dependence on the composition by means of Raman spectroscopy and spectroscopic ellipsometry. The samples studied are thin films grown by pulsed laser deposition. For the composition dependent investigations, films with a continuous composition spread (CCS) on c-sapphire substrates with an In concentration ranging from 0 to roughly 90 at. % (composition determined by EDX) were used. The CCS sample allowed us to adjust the composition of the material for each measurement simply by selecting the position of the excitation spot on the sample. A further benefit of this technique is that virtually any composition can be found in the samples eliminating gaps of information in our data. Additionally, we investigated pure (001)- and (111)-oriented In\textsubscript{2}O\textsubscript{3} films on yttria stabilized zirconia (YSZ) and on c-sapphire substrates, respectively.

9.21.1 Raman scattering in bixbyite-type In\textsubscript{2}O\textsubscript{3} thin films

Raman spectra of most bixbyite-type In\textsubscript{2}O\textsubscript{3} samples excited off-resonantly, as it was done exclusively in all reports on this topic before, show only a small fraction (five to
six) of the 22 phonon modes [1, 2] predicted by group theory:

\[ \Gamma = 4A_g + 4E_g + 14F_{2g}. \]  

(9.1)

Only Garcia-Domene et al. [3] observed 16 distinct peaks in their Raman spectra of bulk-like In$_2$O$_3$ powder. However, they could not experimentally verify the symmetry of the phonon modes due to the indefinite orientation of the crystallites. Consequently, the knowledge on the Raman active phonons of this material was incomplete. We investigated the Raman spectrum of In$_2$O$_3$ for resonant excitation near its optical band gap, which is around 3.6 eV [4] and approximately 800 meV larger than the fundamental band gap. For this, we use the \( \lambda_{\text{exc}} = 325 \text{ nm} \) emission of a HeCd laser, so that the exciting photons have an energy of 3.81 eV which is reasonably close to the optical gap. This increases the overall intensity of the scattered light as well as selectively enhances the scattering cross section for several modes not observed for non-resonant excitation [5], making them easily detectable even in thin film samples.

The excitation conditions are shifted even closer towards resonance by cooling the sample down to \( T = 10 \text{ K} \). Measurements at this low temperature also benefit from a decreased line broadening facilitating the spectral separation of the individual phonon modes. As a result, we were able to observe all Raman active phonon modes of In$_2$O$_3$, many of which have not been observed before, and assign the symmetry for 19 of them based on the Raman selection rules. Particularly, based on the polarization dependence of the Raman lines of (001)- and (111)-oriented films (see Fig. 9.34), we could assign the observed phonon modes to the 4 modes each with \( A_g \) and \( E_g \) symmetry and to 11 of the 14 modes with \( F_{2g} \) symmetry, as labelled in Fig. 9.34. We also observe peaks in the spectral range where modes with \( F_{2g} \) symmetry are predicted theoretically by Garcia-Domene et al. [3], but could not verify their predicted symmetry due to the very weak intensity.

### 9.21.2 Phonon modes in (In$_x$Ga$_{1-x}$)$_2$O$_3$

We investigated the phonon modes of (In$_x$Ga$_{1-x}$)$_2$O$_3$ in dependence on the composition by means of Raman spectroscopy. For indium concentrations below 20 at. %, only phonon modes related to the \( \beta \)-Ga$_2$O$_3$ structure are observed (see Fig. 9.35(a)). The dependence of some of these modes on the indium concentration \( x \) is shown in Fig. 9.35(c-e). All of them show a linear behaviour indicating a full incorporation of indium into the \( \beta \)-Ga$_2$O$_3$ lattice. The accuracy of the obtained slopes is very high due to the constant growth conditions for all compositions and the large amount of data points which could be obtained. As a result, we can determine the composition of an (In$_x$Ga$_{1-x}$)$_2$O$_3$ film from the phonon mode energies with a precision better than 1 at. %.

The Raman spectra for higher In concentrations show additional peaks. Most prominently, a peak at 260 cm$^{-1}$ evolves with an increasing amount of indium in the film (see Fig. 9.35(b)). This can be assigned to neither a phonon mode from the \( \beta \)-Ga$_2$O$_3$ nor from the bixbyite-type In$_2$O$_3$ structure. Thus, this indicates an additional intermediate phase in our samples for indium concentrations above 20 at. %. Such an additional phase was also observed by X-ray diffraction, matching the values of a rhombohedral high pressure phase for \( x = 50 \) at. % named InGaO$_3$ II [6].
Figure 9.35: (a,b) Raman spectra of (In$_x$Ga$_{1-x}$)$_2$O$_3$ CCS samples corresponding to the given values for $x$. Peaks from the sapphire substrate are labelled with an asterisk. (a) Indium is fully incorporated into the $\beta$-Ga$_2$O$_3$ lattice for $x < 20$ at.% resulting in a redshift of the Raman modes. (b) For $x > 20$ at.% additional peaks in the Raman spectra occur, most remarkably the highlighted one at 260 cm$^{-1}$. (c-e) Dependence of the phonon energy on the incorporated concentration of indium for three different phonon modes observable in (a). Differently coloured data points originate from different samples showing the high reproducibility of our method.

9.21.3 Dielectric function and band gap energies of (In$_x$Ga$_{1-x}$)$_2$O$_3$

We have determined the refractive index dispersion and the energy of the optical absorption edge as a function of the In concentration $x < 12$ % by means of spectroscopic ellipsometry. In the transparency spectral range, i.e. for photon energies below $\approx 3.7$ eV, we applied a standard Cauchy model for the determination of the layer thickness and the refractive index dispersion $n(\lambda)$. It is found that $n(\lambda, x)$ depends linearly on $x$ (in at.%) and follows

$$n(\lambda, x) = 1.902 + (100 + 1.2x) \times 10^{-4} \mu m^2 \times \lambda^{-2} + (410 + 10x) \times 10^{-4} \mu m^4 \times \lambda^{-4}, \lambda$$

being the light wavelength in $\mu m$. We have obtained the dielectric function in the entire spectral range ($0.5–9$ eV) by numerical inversion of the experimental ellipsometry data. From this dielectric function, we calculated the complex refractive index spectra (Fig. 9.36) and the absorption coefficient $\alpha$. By a linear approximation of the onset of $(\alpha(E))^2$ ($E$ being the photon energy) we have determined the energy of the optical absorption edge (Fig. 9.37). An almost linear redshift with In concentration is found. For In incorporation higher than 20 at.%, the optical absorption edge smears out considerably such that no reasonable band gap energy could be determined, possibly caused by the strong lattice distortion and thus a strong perturbation of the band structure.

This work has been supported by the European Social Fund (ESF).

9.22 Defect-induced conduction mechanism and magnetism in spinel-type ferrites

K. Brachwitz, M. Welke, T. Böntgen, A. Setzer*, M. Lorenz, R. Denecke† P. Esquinazi*, M. Grundmann

*Supraleitung und Magnetismus, Institut für Experimentelle Physik II, Universität Leipzig
†Wilhelm-Ostwald-Institut für Physikalische und Theoretische Physik, Universität Leipzig

Ferrites constitute a class of materials that has been recognized to have significant potential in applications ranging from millimeter wave integrated circuitry to magnetic recording [1]. ZnFe$_2$O$_4$, CoFe$_2$O$_4$ and NiFe$_2$O$_4$ are promising candidates for the application in magnetic tunnel junctions (MTJs) and spin filter materials [2–4]. The tunability of the electrical conductivity (as reported for zinc ferrite [2]) makes ferrite thin films capable for both, the application as conducting electrode and as insulating barrier in MTJs. In this respect, we have investigated ZnFe$_2$O$_4$, CoFe$_2$O$_4$ and NiFe$_2$O$_4$ thin films grown by pulsed-laser deposition on SrTiO$_3$(001) substrates [5]. The thin films crystallize in spinel structure. This study includes the investigation of structural, magnetic and electrical properties of thin films grown at various growth conditions. Hence, we have varied the growth temperature ($T_G$) in a range from (265°C < $T_G$ < 700°C) and the
oxygen partial pressure ranging from $6 \times 10^{-5}$ mbar to 0.1 mbar. The preferential (001) out-of-plane orientation of the films and the lattice constant were obtained by X-ray diffraction. These XRD measurements reveal an increasing out-of-plane lattice constant with decreasing substrate temperature for all investigated thin films, see Fig. 9.38(a). Furthermore, decreasing intensity of the XRD reflections with decreasing substrate temperatures during growth indicates a poorer crystalline order of the low-temperature thin films [5]. The chemical composition of the ZnFe$_2$O$_4$ thin films has been investigated by means of energy-dispersive X-ray spectroscopy (EDX). The determined Fe/Zn ratios are in a range from 1.6-2.6, as depicted in Fig. 9.39. Only high-temperature The origin of magnetism has been studied using X-ray circular dichroism (XMCD). By correlating the results of EDX and XPS with XMCD measurements, a partial inversion of the spinel structure could be verified. The partial inversion of the cations and hence the magnetic properties of these thin films are also affected by varying the growth parameters. The high-temperature thin films show an increasing saturation magnetization $M_S$ with decreasing $p$(O$_2$) as reported in [6]. SQUID measurements reveal also an increased magnetization of thin films with high cation inversion, cmp. Fig. 9.40 (b). The maximum at about 708 eV in Fig. 9.40 (a) corresponds to trivalent iron ions on tetrahedral sites and therefore indicates cation inversion of the low-temperature grown zinc ferrite thin films [7]. Furthermore, the electrical conductivity increases with decreasing growth temperature for all investigated ferrite materials. Temperature-dependent conductivity measurements show a thermal activation of the conduction with two different activation energies [5]. This behavior corresponds to a thermally activated hopping mechanism of electrons between divalent and trivalent iron ions. The temperature dependent behavior can also be attributed to conduction between three-dimensional clusters, which are embedded in an amorphous matrix [8]. This model is in good agreement with the results of the XRD measurements. The dominating defects in the ferrite thin films can be concluded from correlating the results of above mentioned methods of investigation. On the one hand, there are defects on atomic scale, like cation disorder and presence of divalent iron ions in zinc ferrite, which affect the magnetic and electric properties. On the other hand, the occurrence of three-dimensional clusters in
Figure 9.39: Iron-zinc ratios determined by EDX. Green areas are within the experimental accuracy of the EDX measurements.

an amorphous matrix may explain the dependence of the structural properties and the temperature dependence of the electrical conductivity of the low-temperature thin films.

Figure 9.40: (a)

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".

9.23 (Magneto-) optical properties of spinel oxides


*Technische Universität Chemnitz, Semiconductor Physics, Reichenheimer Str. 70, Germany.

We have investigated the optical and magneto-optical properties of the spinel type oxides ZnFe$_2$O$_4$ (ZFO)[1], CoFe$_2$O$_4$ (CFO) and ZnCo$_2$O$_4$ (ZCO). Inverse spinel oxides (e.g. CFO) have been in focus of research interests due to their magnetic and magneto-optical properties [2]. Normal spinel oxides (e.g. ZFO, ZCO) have only recently gained more interest due to their potential for application in data storage and spintronic devices [3].

By means of pulsed laser deposition we have grown thin films of ZFO, CFO and ZCO on MgO substrates. These samples were investigated using variable angle spectroscopic ellipsometry in a wide spectral range (0.5–9.0) eV and a model for the dielectric function was deduced. Because the investigated compounds share a common crystal structure, many of the optical transitions observed are expected to be similar. Thus similar models for the compounds can be proposed. The main transitions observed can be characterized as either inter-valence [x]-site transitions or inter-sublattice [x]-site transitions. The critical point transition corresponds to a transition from O$_{2p}$ → Zn$_{4s}$ for ZFO and ZCO and from O$_{2p}$ → Co$_{3d}$ for CFO. For high photon energies an additional transition (likely due to Zn) is expected for ZFO and ZCO (Fig. 9.41). Transitions in the low energy range correspond to metal d to d on-site transitions and are observed mainly for low temperature grown samples. These transitions have been observed in similar materials and are believed to become possible through the disorder in the crystal. The magneto-optical response of the dielectric tensor was obtained using magneto-optical Kerr effect (MOKE) spectroscopy in the visible spectral range (1.5–5.5) eV with an applied field of 1.7 T for ZFO and CFO spinels. The magneto-optical measurements showed a response at the energies of mentioned transitions, namely the critical point transition at 3.0 eV for ZFO and at 1.7 eV for CFO as well as the O$_{2p}$ → Fe$_{3d}$ transition at 3.7 eV for ZFO and at 3.5 eV for CFO (Fig. 9.42). Its strong dependence on the crystal quality of the films indicates that the magneto-optical response is related to disordered 2$d$ and 3$d$ metal lattice site occupation and thus to the occurrence of mixtures of regular and inverse spinel structure. The magneto-optical response seen at 2.5 eV for ZFO is most likely due to thickness interferences.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".

Figure 9.41: Imaginary part of the dielectric function ($\varepsilon_2$) of ZFO calculated from the model with the individual transition contributions (blue dashed lines) specified.

Figure 9.42: Complex MOKE spectra of the ZFO film shown in Fig. 9.41. The model contributions to $\varepsilon_2$ are also included for comparison.

9.24 Dielectric function tensor of a YMnO$_3$ single crystal

R. Schmidt-Grund, S. Richter, S.G. Ebbinghaus*, M. Lorenz, C. Bundesmann†, M. Grundmann

*Institut für Chemie, Martin-Luther-Universität Halle-Wittenberg, Kurt-Mothes-Straße 2, D-06120 Halle/Saale, Germany.
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Hexagonal manganite’s RMnO$_3$ (R being rare earths) are interesting due to their potential use in information processing and spintronic devices because of their strong magneto-electric interaction, caused by the interplay between Mn and O ions in a distorted close-packed configuration. Especially YMnO$_3$ is considered as a prototype multiferroic material.

We have determined crystallographic data and investigated optical properties in the wide spectral range (0.5 – 9.15) eV of a (110)-oriented hexagonal YMnO$_3$ bulk single crystal (Fig. 9.43) grown by the optical floating zone technique. Structure refinement reveals very high crystal quality. We have determined the tensor of the dielectric function (DF) by Kramers-Kronig consistent modelling of the Mueller matrix elements measured by ellipsometry. For the spectral range below 5.4 eV, our data are much more precise compared to previous reports [1], for higher energies no reports were given previously. The features observed in the DF due to electronic charge transfer transitions basically agree well with theoretical predictions [2]. However, several differences (Fig. 9.44) make refinement of electronic structure theory necessary to gain a better understanding of this prototype multiferroic material. We have found strong indications for direct band-band transitions which have not been reported so far. At energies below these transitions, pronounced discrete interband charge transfer transitions from the hybridized oxygen-Mn states to Mn–3$d$ states are found at different energies for each of the linear independent principal diagonal elements of the DF tensor $\varepsilon_\perp$ and $\varepsilon_\parallel$. The index
Figure 9.43: Crystal structure of YMnO$_3$ viewed along [110] (left) and [001] (right). Equivalent isotropic displacement parameters represent a 90% probability (indicated by the size of the spheres). Y atoms are coloured green, Mn gray and oxygen red. Mn–O bonds are coloured light blue and the MnO$_5$-trigonal bipyramids are marked by white lines.

Figure 9.44: Comparison of experimentally determined $\varepsilon_{2,\perp}$ spectra (red symbols, $\perp$: filled, $\|$: open) with theoretically calculated ones (Ref. [2], green lines, $\perp$: solid, $\|$: dashed). The arrows indicate the energy shift between peaks observed in the experiment and the theory. Please note the different scale of the $\varepsilon_2$-axes for experiment (left) and theory (right). The blue lines show Lorentzian lineshape approximations of the sharp peaks at 1.612 eV ($\varepsilon_{2,\perp}$) and 1.686 eV ($\varepsilon_{2,\parallel}$). The orange line represents the M0 critical point-like onset of the band-band absorption at 1.97 eV.

$\perp$ and $\parallel$ denotes the component perpendicular and parallel to the optical axis. Both transitions appear to be molecule-like with the same purely homogeneous linewidth and pseudo-transparent points, where the imaginary part of each DF tensor element approaches zero, occur at their high energy side.

This work has been supported by Deutsche Forschungsgemeinschaft in the framework of SFB 762 "Functionality of Oxide Interfaces".


9.25 Extension of the rigorous coupled wave approach for slanted structures

L. Fricke, R. Schmidt-Grund, M. Grundmann

The rigorous coupled wave approach (RCWA) is a method to simulate the interaction of light with planar dielectric structures, that exhibit periodic structuring in the layer planes and are piecewise homogeneous along the layer normal. We extended this method to be able to simulate the interaction not only with homogeneous but slanted structures as for example in sculptured thin films.
In the RCWA the electromagnetic field is expressed as a truncated Fourier series in the plane of the layers. The Fourier components are coupled via a dielectric matrix according to the material pattern in the layer. For this representation eigenmodes, which are plane waves in the normal direction, are calculated. At the interface between the layers the fields are joined such that they fulfil the continuity conditions. [1]

In this approach slanted structures have to be divided in small homogeneous slices (slicing method, cf. Fig. 9.45 (a)) and treated each separately, which leads to high computational effort. The slices are only shifted against each other and share the same periodic in-plane structure. The shift is expressed as a unitary transformation of the dielectric coupling matrix in the Fourier series representation. If instead the field is directly transformed in the same way into a Fourier series and inserted into the Maxwell equations, a matrix eigenvalue problem similar to the original eigenmode calculation is obtained (direct method, cf. Fig. 9.45 (b)). Here the size of the eigenvalue problem is doubled compared to the slicing method. Whereas in the original approach only the magnetic field components of the electromagnetic wave are considered in the calculation, the direct method uses both magnetic and electric field components.

We compared the simulated Mueller matrix spectra of the specular reflection. For one-dimensional structures (like gratings) the slicing method yields the same results as the direct method for a large number of slices. The convergence of the slicing method to the direct method of a sample structure for different sample heights is shown in Fig. 9.45 (c). The simulation time of the slicing method exceeds that of the direct method for acceptable number of slices as can be seen in Fig. 9.45 (d).

This new method is a powerful tool to simulate the optical response of functional
optical coatings for ellipsometry analysis in the future.

This work has been supported by Leibniz-Gemeinschaft in the framework SAW-2011-IOM-2 "Ortsaufgelöste nanomechanische Eigenschaften funktionaler Oberflächen – Experiment und Simulation".


9.26 Phonon-assisted exciton lasing in ZnO microwires

T. Michalsky, C.P. Dietrich, C. Sturm, R. Schmidt-Grund, M. Grundmann

We investigated the lasing properties of hexagonal ZnO microwires. The spectral distribution of the lasing modes reveals that the lasing is driven by a strong exciton-phonon interaction. These findings are supported by former results measuring a strong exciton-phonon interaction in ZnO [1, 2] and showing indications for an increase of the coupling strength with reduced structure size [2]. We observe lasing at the spectral position of the first (1LO) and second longitudinal optical phonon replica (2LO) of the free A exciton (FXA) at $T = 10$ K and room temperature (2LO only).

The microwires investigated here have diameters of about $D = 7 \mu$m. They were fabricated by carbothermal vapor phase transport. The growth took place in a heatable tube furnace at temperatures larger $1000 ^\circ$C [3].

Figure 9.46(a,b) shows spectrally resolved $k$-space photoluminescence (PL) emission patterns from two different, but structural very similar microwires out of the same growing charge recorded at $T = 10$ K under the same conditions. In Fig. 9.46(a) it is clearly visible that the spectral centre of the PL emission is located in the spectral range of the 1LO. Narrow dispersionless lasing lines extended over the full observable $k_\parallel$-range prove that the lasing mechanism cannot be explained only by lasing out of photonic modes (here whispering gallery modes - WGMs - where a dispersion would be expected), but is rather fed by scattering processes without momentum conservation. In contrast to that, the lasing emission from the second microwire is centred at $k_\parallel = 0$ and follows the mode dispersion (Fig. 9.46(b)). It appears at energies above the energy of 1LO and could be either of photonic or even also polaritonic origin. The actual gain mechanism for the lasing is unclear so far.

Furthermore we observed phonon-assisted lasing in the spectral range of the 2LO line at $T = 10$ K as well as at room temperature (Fig. 9.46(c,d)). Comparable to the lasing out of the 1LO line, the brightest emission spots were detected where WGMs cross the 2LO spectral range. The real space emission pattern of the wire taken at room temperature reveals that the lasing emission couples out only at the wire edges (not shown) which is typical for WGMs [4]. The corresponding two-dimensional $k$-space emission pattern shows knots which belong to the WGM mode numbers crossing the 2LO line.

This work has been supported by Deutsche Forschungsgemeinschaft within the project "Extrem verzerrte Nano- und Mikrodrähte" (GR 1011/23-1).

Figure 9.46: Spectrally resolved \( k \)-space PL emission patterns. \( k_{||} \) refers to the absolute value of the wave vector along the wire axis. The white dashed-dotted lines indicate the positions of the first (1LO) and second longitudinal optical phonon replica (2LO) of the free A-exciton (FXA). (a-c) have been recorded at \( T = 10 \) K and belong to three different, but very similar microwires. (d) shows data for the same wire as in (c) but recorded at room temperature. In both cases (c,d) lasing emission can be detected where WGMs cross the spectral range of the 2LO line.


9.27 Exciton-Polaritons in ZnO-based microcavities: \( g \)-factor, coherent quantum states and mode probing
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Exciton-polaritons are quasi-particles formed by the strong light-matter coupling between excitons and photons in a microcavity. The composite nature of these particles causes that they inherit the properties of both constituents: the photonic one allows their propagation in the micrometer range and the excitonic one leads to strong nonlinear interaction of the polaritons among each other and with their environment [1]. This makes them interesting for devices and some basic elements like transistors and diodes have been already realized [2]. One interesting feature of the exciton-polaritons arises from their bosonic nature and their low effective mass. Exciton-polaritons can build a macroscopic quantum state, a dynamic Bose-Einstein condensate (BEC), which exhibit lasing like emission or superfluidity.

In the first part of this report, Sec.9.27.1, we address the interaction of the exciton-polaritons with magnetic fields. These fields can be applied externally or can be caused by intrinsic effects such as the TE-TM-splitting\(^1\). The impact of magnetic fields on the polariton properties becomes more and more of interest, since, on the one hand, it was recently shown that the condensation threshold can be reduced by applying an external magnetic field [3], allowing for the realization of electrically injected polariton lasers [4]. On the other hand, the presence of effective internal magnetic fields causes new physical effects like the optical Spin Hall effect or the formation of spin polarized vortices. For the description of the polariton properties in magnetic fields the pseudo-spin formalism in terms of the density matrix representation is used. Here we discuss different contributions to the magnetic field acting on the exciton-polariton pseudo-spin and emphasizes their \(g\)-factor tensor properties.

The second part, Sec. 9.27.2, focusses on properties of exciton-polariton Bose-Einstein condensates in a disorder potential landscape and its relaxation behaviour in a multimode environment. For these investigations ZnO cavities were used. In the first case, we take advantage of the intrinsic defects of a planar microcavity grown by pulsed laser deposition. The \(\lambda/2\) cavity was embedded between two Bragg reflectors made of 10.5 layer pairs of YSZ and Al\(_2\)O\(_3\). A detailed description of this microcavity can be found in reference [5]. In the second case, the investigation of the relaxation behaviour, we used a ZnO microwire grown by carbothermal vapour phase transport. The whispering gallery modes (WGM) present in this wire provide a multi-mode photonic system with its ground mode energetically well separated from the exciton-resonance, typically some electron volts [6]. The multi-mode property is also inherited by the exciton-polaritons leading to new effects compared to those of (single-mode) Fabry-Pérot type which typically arise in planar cavities.

In the last part, Sec. 9.27.3, we present the realization of an angular resolved \(\mu\)-reflectivity setup. This setup allows to probe the dispersion of non-occupied photon or exciton-polariton modes with high spatial resolution in the micrometer range, mandatory for a deeper understanding of the physics of exciton-polaritons in microcavities.

\(^1\)The TE-TM-splitting denotes the energetic splitting between the two orthogonal linear polarizations TE (transversal electric field) and TM (transversal magnetic field)
9.27.1 Exciton-polariton pseudo-spin $g$-factor

The pseudo-spin of an exciton-polariton ensemble is the superposition of spin and polarization of their constituting excitons and photons, respectively. It is associated with a three-dimensional pseudovector which is defined by the Pauli spin density matrices applied to the state density matrix. Since the pseudo-spin is related to the polarization of the emitted photons, it is directly accessible by means of optical methods [7].

Similar to the spin of an electron or photon, the pseudo-spin can be manipulated by magnetic fields. These fields can be applied externally or induced intrinsically as effective fields. The latter arise in the pseudo-spin Hilbert space as a consequence of any energetic splitting of different excitonic or photonic spin respective polarization states. It is convenient to express those effective fields in terms of their Larmor vector $\vec{\Omega}$. Since exciton-polaritons are composite particles, the origin of these effective magnetic fields can be photonic ($\vec{\Omega}_C$), e.g. caused by optical birefringence of the resonator structure, or excitonic ($\vec{\Omega}_X$), e.g. caused by dichroism of the cavity materials. The resulting entire effective field $\vec{\Omega}_{tot}$ is then given by $\vec{\Omega}_{tot} = |X|^2 \sum_i \vec{\Omega}_{X,i} + |C|^2 \sum_i \vec{\Omega}_{C,i}$. $|X|^2$ and $|C|^2$ are the relative excitonic and photonic fractions of the exciton-polaritons, respectively, which depend strongly on their wave vector $\vec{k}$ and the energetic detuning between the cavity photon mode and the exciton.

When external fields ($\vec{B}$) are applied, the resulting magnetic field acting in the pseudo-spin space is a superposition of the apparent effective fields and that external one. For this, $\vec{B}$ in real space has to be transferred into $\vec{\Omega}_{ext}$ by using a polariton $\hat{g}$-factor tensor and a space transformation matrix ($\hat{T}$), i.e. $\vec{\Omega}_{ext} = \mu_B \hat{T} \hat{g} \vec{B} / \hbar$. $\mu_B$ and $\hbar$ represent the Bohr magneton and the reduced Planck constant, respectively. $\hat{T}$ is expressed by a rotation matrix and transforms the magnetic field given in real space coordinates, where the z-coordinate is defined by the propagation direction, into the pseudo-spin Hilbert space. In literature, this $\hat{g}$-factor tensor is often assumed to be isotropic or investigations are principally restricted to Faraday configuration where the external field is applied in propagation direction. However, polarization resolved photoluminescence measurements on ZnO-based microcavities indicate a more sophisticated relation for general magnetic field orientations [9]. The origin of the tensorial shape of $\hat{g}$ is caused by: 1. the effective $\hat{g}$-factor of the photons $\hat{g}^C$, which takes into account Faraday rotation and the Voigt effect (magnetic field induced optical birefringences). 2. the $\hat{g}$-factor of the excitons which itself is composed of electron ($g^e$) and hole ($g^h$) contributions. Similar to the effective field, the entire polariton $\hat{g}$-factor is composed of the photonic and excitonic $\hat{g}$-factors by

$$\hat{g}_{pol} = |C|^2 \begin{pmatrix} g_{Voigt}^C & 0 & 0 \\ 0 & g_{Voigt}^C & 0 \\ 0 & 0 & g_{Faraday}^C \end{pmatrix} + |X|^2 \begin{pmatrix} \pm (g^e_\perp + g^h_\perp) & 0 & 0 \\ 0 & \pm (g^e_\parallel + g^h_\parallel) & 0 \\ 0 & 0 & g^e_\parallel + g^h_\parallel \end{pmatrix}. \quad (9.2)$$

The indices $\perp$ and $\parallel$ denote the components perpendicular and parallel to the magnetic field. It has to be considered that $\hat{g}_{pol}$ strongly depends on $\vec{k}$. This is caused by the $\vec{k}$
dependency of $|X|^2$ and $|C|^2$ but also the effective fields itself can change with $\vec{k}$ as it is e.g. the case for the TE-TM-splitting related field \[8\]. Thus, finally $\vec{\Omega}_{\text{tot}}$ and therewith the polarization eigenstates of a certain polariton state depend on $\vec{B}$ and $\vec{k}$.

### 9.27.2 Bose-Einstein condensates in ZnO microcavities

**Influence of disorder on the exciton-polariton condensate**

In contrast to a BEC of atoms, the BEC formed by exciton-polaritons is not in a thermal equilibrium and dynamic effects have to be considered. So, e.g., the effect of disorder destroys the superfluid properties of a BEC, scaling with the ratio of the condensate energy, which is proportional to its density, to the disorder potential height. Usually it is considered that, if the condensate energy is large compared to the disorder potential, the superfluidity stabilizes. But as shown recently theoretically, even a weak disorder perturbs the condensate’s phase stability \[10\]. An experimental signature for the presence of disorder is a non-homogeneous momentum distribution of the polariton condensate. For a disorder-free BEC, a smooth momentum distribution is expected. In literature, a lack of stabilization of a single-mode condensate for increasing density was observed experimentally \[11\]. However, theoretically the role of the disorder effects were studied only for a fixed polariton density or rather excitation power density \[12\]. The processes of condensate stabilization or desynchronization depending on the

![Figure 9.47](image-url)

Figure 9.47: (a)-(c) Excitation power series of the far-field PL emission in a linear false color scale for $T = 10$ K and a detuning of $\Delta = -30$ meV ($P_{\text{th}} = 46.5$ W/cm$^{-2}$). (d) Excitation power dependent evolution of intensity-momentum profiles of a single condensate state (integrated over a small energy range of 2 meV, indicated by the white rectangle in the far-field emission pattern (a)-(c)).
strength of the disorder potential is still under discussion.

In order to gain insights into the role of disorder we exploit the intrinsic disorder effects in our microcavity. By changing the excitation density, the potential energy of the polaritons due to their repulsive interaction was varied and therewith the ratio to the disorder potential height. For all excitation densities, our experimental observations show pronounced intensity fluctuations within the far-field (momentum space) emission pattern of a single-mode condensate state (cf. Fig. 9.47). Even at high potential energies a non-homogeneous distribution of the condensate emission was observable which indicates the pronounced non-equilibrium nature of the BEC. The phase coherence of this condensate was proven by using a Michelson interferometer in mirror-retroreflector configuration which yield a clear interference pattern of the emission and therefore an evidence for the long-range coherence of polaritons with different in-plane momenta $k_\parallel$.

For understanding the nature of the observed intensity fluctuations and their dependence on the strength of the disorder potential relative to the condensate energy we solved the extended Gross-Pitaevskii equation. A polariton density dependent depletion term accounts for their non-equilibrium nature [10]. Especially, this term considers microscopical polariton currents due to the disorder potential and gain-loss mechanism. A comparison of the numerical simulations with the experiment shows that the phase fluctuation length in our microcavity is similar to the condensate size and independent of the excitation power. Thus, the stabilization of the condensate is suppressed even at high excitation power. In contrast to that, for a condensate in thermal equilibrium without any phase fluctuations a stabilization would be expected. These findings underline the strong non-equilibrium dynamic character of the investigated condensate. We can also conclude that the condensate is exposed to significant structural disorder potentials which are in the same order as the potential energy of the condensate.

Parametric relaxation in whispering-gallery mode exciton-polariton condensates

Last year we reported on the formation of a BEC of multimode WGM exciton-polaritons in hexagonal ZnO microwires at low temperature [13]. At threshold, laser emission starts in modes close to the emission energy of defect-bound excitons. We propose this process to be fed by resonant excitation of polaritons by the emission from the highly populated defect-bound excitons. With further increasing excitation power, the condensates relax within the multimode whispering-gallery mode polariton ladder leading to its effective evaporative cooling. The intensity, energy and momentum evolution of this process indicates a parametric polariton-polariton scattering process. The excitation power dependent intensity evolution of the BEC emission in the energy momentum space is shown in Fig. 9.48(a).

We were now able to theoretically describe our experimental findings and thus confirm the model of parametric mixing of condensate states. We applied numerical simulations based on a model for polariton-polariton scattering [14, 15] that we have modified to resemble the multimode WGM system. Basically, the model takes into account 1.) polariton creation and annihilation at each energy-momentum state of all polariton branches, 2.) their in- and out-scattering from and into all of them, 3.) polariton-driving field interaction considering a small thermal population of the states for initiating the scattering process and 4.) a strong pump field for the resonant feeding
Figure 9.48: (a) Excitation-dependent PL images \((T = 10\, \text{K})\) of a ZnO microwire \((P_0 = 15\, \text{kW/cm}^2)\). Spectra are normalized to each other (colour-coded intensity scale is in logarithmic scale). Relative excitation powers as well as intensity multiplication factors are given at the bottom. (b) Theoretically simulated polariton distribution as a function of the excitation power. (c) Schematic of the excitation power dependent scattering processes as observed in (a) and (b) (note that one out of many scattering paths is shown only for clarity). WGM polariton modes are shown as white dashed lines. The vertical white dashed line refers to \(k = 0\). Occupied polariton states are shown as circles. The colour code from light orange to red indicates increasing occupation density. The blue circles indicate target states of the scattering processes which are not visible in the PL images due to their fast decay and relaxation. Red arrows refer to linear polariton-polariton scattering while the yellow arrows indicate the parametric mixing processes.

by the defect bound exciton. The calculated excitation power dependent polariton distribution in the energy momentum space, which is proportional to the emission intensity from the BEC decay, is shown in Fig. 9.48(b). The simulation reproduces very nicely the experimental observations. An obvious difference between experiment and the model simulation is that in the latter also states at energies higher than the initial state are heavily occupied. This is due to the finite number of polariton states considered in the simulation for calculation power reasons causing the lack of efficient drain for the high-energy polaritons.

**9.27.3 Extension of the micro photoluminescence setup for angular resolved reflectivity measurements**

Reflectivity and photoluminescence (PL) measurements are two complementary methods. The first one probes the dispersion and the other one the occupation of states
Figure 9.49: Angular resolved reflectivity image of a Bragg mirror coated ZnO nanowire clearly showing the Bragg stop band (marked with red lines) and mode dispersion.

being present in a sample. For the investigation of inhomogeneous samples, structured samples or nano-structures it is necessary to probe only a small area of few micrometers in diameter.

For the realization of a $\mu$-reflectivity setup we extended an existing $\mu$-photoluminescence imaging setup by a Xenon lamp as white light source which was coupled into a fibre. By imaging the end of the fibre on the sample by using an objective and a lens with a focal length of $f_o$ and $f_l$, respectively, the probed area on the sample is given by $d = d(f_o/f_l)$. $f_l$ represents the diameter of the fibre. Like for the PL measurements, the focal plane of the objective is imaged on a CCD camera which allows to perform angular resolved measurements and therewith to deduce the dispersion of the modes. In the case of a Fabry-Pérot microcavity the dispersion, i.e. the dependence of the photon energy ($E$) on $k_\parallel$, can be determined from the angle of incidence ($\theta$) by $k_\parallel = E/(\hbar c) \sin \theta$, with $\hbar$ and $c$ being the reduced Planck constant and the vacuum velocity of light, respectively. The high numerical aperture microscope objective (NA = 0.4) allows us to observe an angular range of about $\Delta \theta = \pm 23^\circ$. A challenge in performing of angular resolved reflectivity measurements is to extract the reflectivity precisely from the raw data which require the measurement of a reference with a well known reflectivity. From both measurements, of the investigated and the reference sample, the signal background has to be removed which arises mainly from internal reflections of the elements of the setup (mainly from the microscope objective).

In Fig. 9.49 the angular resolved reflectivity spectra of a 2D confined microcavity consisting of a zinc oxide nanowire which was coated with a Bragg reflector [16] is shown. The photonic modes as well as the Bragg stop band are clearly observable, demonstrating the operability of the setup.

This work has been supported by Deutsche Forschungsgemeinschaft within the project ”Bose-Einstein-Kondensation und Supraflüssigkeit von Exziton-Polaritonen bei Raumtemperatur” (GR 1011/20-2).
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• Project Reviewer: U.S. Department of Energy – Office of Science, National Research Fondation RSA

R. Schmidt-Grund
• Vice Chair of the German Association on Ellipsometry (Arbeitskreis Ellipsometrie – Paul Drude e.V.)
• Project Reviewer: Deutsche Forschungsgemeinschaft (DFG), US Department of Energy – Office of Science

H. Frenzel

9.30 External Cooperations

Academic
• Leibniz-Institut für Oberflächenmodifizierung e. V., Leipzig, Germany
  Prof. Dr. B. Rauschenbach, Prof. Dr. S. Mayr, Dr. J. Gerlach, Dr. C. Bundesmann

• Universität Leipzig, Fakultät für Chemie und Mineralogie, Germany
  Prof. Dr. H. Krautscheid, Prof. Dr. R. Denecke

• Universität Halle-Wittenberg, Germany
  Prof. Dr. I. Mertig, Prof. Dr. W. Widdra, Prof. Dr. S.G. Ebbinghaus, Prof. Dr. W. Hergert

• Max-Planck-Institut für Mikrostrukturphysik, Halle/Saale, Germany
  Dr. O. Breitenstein, Dr. A. Ernst, Dr. P. Werner, Prof. Dr. D. Hesse

• Forschungszentrum Dresden-Rossendorf, Germany
  Prof. Dr. M. Helm, Dr. K. Potzger

• Technische Universität Berlin, Germany
  Prof. Dr. D. Bimberg, Prof. Dr. A. Hoffmann

• University of Aveiro, Portugal
  Prof. N. A. Sobolev

• Universität Gießen, Germany
  Prof. Dr. B. Meyer

• Universität Magdeburg, Germany
  Prof. Dr. A. Krost, Dr. J. Bläsing, Prof. Dr. J. Christen

• Universität Jena, Germany
  Prof. Dr. C. Ronning

• University of Pretoria, South Africa
  Prof. F. D. Auret

• University of Canterbury, Christchurch, New Zealand
  Prof. Dr. M. Allen

• Centre de Recherche sur l’ Hétéro-Epitaxie et ses Applications (CNRS-CRHEA),
  Valbonne, France
  Dr. J. Zúñiga-Pérez

• Western Michigan University, USA
  Prof. Dr. S. M. Durbin

• Katholieke Universiteit Leuven, Belgium
  Dr. V. Lazenka, Prof. Dr. K. Temst

Industry

• Solarion AG, Leipzig Germany
  Dr. A. Braun, Dr. A. Rahm

• Freiberger Compound Materials GmbH, Freiberg, Germany
  Dr. G. Leibiger
9.31 Publications

Journals


Patents


Talks

F. Daume, A. Rahm, M. Grundmann: Admittance Spectroscopy Cu(In,Ga)Se2 Solar Cells with respect to Na content, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013


M. Grundmann: Metalloxid-Dioden für die Dünnfilm-Elektronik, Physikalisches Kolloquium der FNW, Otto-von-Guericke Universität Magdeburg, Magdeburg, Germany, January 2013, invited
M. Grundmann: Das Praktikum Halbleiterphysik an der Universität Leipzig, DPG-Schule der AG Physikalische Praktika, Bad Honnef, Germany, February 2013, invited

M. Grundmann: Spectral and spatial overlap of oxide quantum wells and whispering gallery modes, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013, invited

M. Grundmann: Neuartige auf ZnO basierende photonische und elektronische Halbleiterstrukturen, Physikalisches Kolloquium, Universität Paderborn, June 2013, invited


C. Kranert, R. Schmidt-Grund, M. Grundmann: The role of the surface in resonance Raman scattering in ZnO and other wurtzites, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013

C. Kranert, T. Böntgen, J. Lenzner, R. Schmidt-Grund, H. von Wenckstern, M. Grundmann: Optical properties of (In$_x$Ga$_{1-x}$)$_2$O$_3$ films grown by pulsed laser deposition, MRS Fall Meeting, Boston, USA, December 2013

M. Lorenz, M. Jenderka: Novel oxide semiconducting and multiferroic heterostructures by pulsed laser deposition: Weak antilocalization effect in Na$_2$IrO$_3$ thin films, Seminar, I. Physikalisches Institut, Georg-August-Universität Göttingen, April 2013, invited


M. Lorenz, J. Zippel, G. Benndorf, M. Grundmann: Persistent layer-by-layer growth for pulsed-laser epitaxy of ZnO films and nonpolar and polar QWs, 14th Kinetikseminar – Workshop of the AK “Wachstumskinetik und Nanostrukturen” of DGKK, Berlin, Germany, November 2013
M. Lorenz: Crystallization of fresnoite scintillator thin films by laser direct writing and in-situ CO₂ laser heating, Indian Institute of Technology IIT Madras, Chennai, India, December 2013, invited


F.-L. Schein, H. von Wenckstern, M. Grundmann: Transparent p-Cul/n-ZnO heterojunction diodes, 55th Electronic Materials Conference, South Bend (IN), USA, June 2013

F.-L. Schein, P. Schlupp, H. von Wenckstern, M. Grundmann: Highly rectifying pn-diodes based on amorphous ZnCo₂O₄ and ZnSnO, 55th Electronic Materials Conference, South Bend (IN), USA, June 2013


F. Schmidt, H. von Wenckstern, S. Müller, D. Spemann, M. Grundmann: Irradiation studies on differently orientated ZnO thin films, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013
D. Splith, S. Müller, H. von Wenckstern, M. Grundmann: Schottky contacts on β-Ga$_2$O$_3$ thin films grown by pulsed laser deposition, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013


H. von Wenckstern: Transparent semiconducting oxides – from materials to devices, lecture at Johannes Kepler Universität, Linz, Austria, November 2013, invited

H. von Wenckstern: Wide band-gap semiconductors: From materials to devices, lecture, Bergakademie Freiberg, Institut für Elektronik und Sensormaterialien, Freiberg, Germany, October 2013, invited

H. von Wenckstern: Transparent semiconducting oxides – from materials to devices, 42nd "Jazowiec" International School and Conference on the Physics of Semiconductors, Wisła, Poland, June 2013

H. von Wenckstern: Ga$_2$O$_3$ – Ein neues Material für Leistungselektronik, TCO workshop of European Society of Thin Films, Dresden, Germany, June 2013

Posters


T. Böntgen, K. Brachwitz, R. Schmidt-Grund, M. Lorenz, M. Grundmann: ZnFe$_2$O$_4$ dielectric function, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013


T. Böntgen, V. Zviagin, K. Brachwitz, F. Schein, M. Lorenz, R. Schmidt-Grund, M. Grundmann: Ellipsometric study of ZnFe$_2$O$_4$ and ZnCo$_2$O$_4$ spinel oxides, 6th International Conference on Spectroscopic Ellipsometry (ICSE-VI), Kyoto, Japan, May 2013

K. Brachwitz, T. Böntgen, A. Setzer, M. Lorenz, P. Esquinazi, M. Grundmann: Defect-induced conduction mechanism and magnetism in spinel-type ferrites, 6th European School on Multiferroics, Lutherstadt Wittenberg, Germany, July 2013

K. Brachwitz, T. Böntgen, M. Lorenz, M. Grundmann: Defect-induced conduction mechanism in MFe$_2$O$_4$ thin films (M = Zn, Co, Ni), 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013
F. Daume, A. Rahm, S. Puttnins, A. Braun, M. Grundmann: Sodium in the Degradation Process of Cu(In,Ga)Se₂ Solar Cells, MRS Spring Meeting, San Francisco, USA, April 2013


L. Fricke, T. Böntgen, J. Lorbeer, J. Lenzner, R. Schmidt-Grund, M. Grundmann: Surface modification of ZnO bulk single crystals in vacuum, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013


M. Purfürst, D. Splith, S. Müller, Z. Zhang, H. von Wenckstern, M. Grundmann: *Metal-semiconductor-metal photodetectors based on (Ga$_{1-x}$In$_x$)$_2$O$_3$ thin films*, 55th Electronic Materials Conference 2013, University of Notre Dame, South Bend, USA, June 2013

M. Purfürst, D. Splith, C. Kranert, S. Müller, Z. Zhang, H. von Wenckstern, M. Grundmann: *Solar blind UV-photodetectors based on PLD-grown (Ga$_{1-x}$In$_x$)$_2$O$_3$ thin films: Characterization of the material, Schottky contacts and photoresponse*, MRS Fall Meeting, Boston, USA, December 2013


F.-L. Schein, H. von Wenckstern, M. Grundmann: *Transparent p-CuI/n-ZnO heterojunction diodes*, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013


V. Zviagin, T. Böntgen, R. Schmidt-Grund, M. Lorenz, M. Grundmann: Optical and structural properties of ZnCo2O4 under different growth conditions, 77th Spring Meeting of the German Physical Society 2013, Regensburg, Germany, March 2013.

9.32 Graduations

Doctorate

- Michael Lorenz
  ZnO-basierte Metall-Isolator-Halbleiter Feldeffekttransistoren mit Wolframoxid als Gatedielektrikum
  February 2013

Diploma
• Simon Englisch
  *Elektrische und optische Charakterisierung flexibler Cu(In,Ga)Se₂ Solarzellen im Rahmen des Prozesstransfers von Pilotlinie zur Massenproduktion*
  June 2013

**Master**

• Eike Lennart Fricke
  *In-situ Ellipsometrie an Zinkoxideinkristalloberflächen*
  February 2013

• Christian Heinrichs
  *Aufbau eines Ellipsometers zur Messung der vollständigen Müller-Matrix*
  February 2013

• Oliver Kramer
  *Untersuchung von elektronischen Defektzuständen in ternären MgZnO-Dünnfilmen mittels optischer Kapazitätsspektroskopie*
  January 2013

• Marcus Purfürst
  *Herstellung und Charakterisierung von Ultraviolett-Photodetektoren auf Indium-Galliumoxid-Basis*
  July 2013

• Peter Schlupp
  *Züchtung und elektrische Charakterisierung amorpher Zink-Zinn-Oxid Dünnfilme*
  February 2013

• Daniel Splith
  *Schottky-Kontakte auf β-Galliumoxid-Dünnfilmen: Herstellung und elektrische Charakterisierung*
  March 2013

**Bachelor**

• Sofie Bitter
  *Influence of Thermal Annealing on the Electrical and Optical Properties of Amorphous Zinc-Tin-Oxide*
  February 2013

• Christian Dähne
  *Ramanstreuung an Indium-Gallium-Oxid*
  October 2013

• Thomas Els
  *Struktur und elektrische Eigenschaften von homoepitaktischen Al-dotierten ZnO-Dünnfilmen*
  May 2013

• Max Kneiß
  *Charakterisierung von undotierten und Ni-, Cr- und W-dotierten Titandioxid-Dünnfilmen gezüchtet mit PLD*
  April 2013
• Robert Staacke
  *Kompensation von Zinkoxid-Dünnfilmen durch den Einbau von Kupfer*
  July 2013

• Franz Vogt
  *Ionenstrahldissoziation von Selen*
  October 2013

• Tobias Weiß
  *Struktur und elektronische Eigenschaften von homoepitaktischen Ga-dotierten ZnO Dünnfilmen*
  November 2013

### 9.33 Guests

• Dr. Olga Sviridova
  Odessa National Polytechnic University, Ukraine
  September 2013 – July 2014
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Superconductivity and Magnetism

10.1 Introduction

The main interests of the group at the division are phenomena related to superconductivity and magnetism in solids. In the last few years the research activities in superconductivity have been mainly concentrated in searching for its existence in graphite, especially at graphite interfaces between Bernal-like crystalline regions. This research issue started in our division in Leipzig in the year 2000 and became supporting experimental evidence quite recently, indicating the existence of superconductivity at temperatures above 100 K. Future work will be concentrated in the localization of the superconducting phases and the increase of the superconducting yield.

Our division was the first to show that atomic lattice defects can produce magnetic order in graphite without the need of magnetic ions. This phenomenon is known nowadays as Defect-Induced Magnetism and it is found in a broad spectrum of different materials. Within a collaborative research project we further work on the emergence of this phenomenon in nominally non-magnetic oxides, via vacancies and/or non-magnetic-ions doping. Magnetic order has been obtained already in oxide thin films as well as in nanowires. Further research topic is the study of the electrical and magnetic properties of oxide multilayers of thickness starting from a few unit cells. Main research issues are related to the magnetic coupling at the interfaces of oxide layers, i.e. exchange bias phenomena, with different magnetic properties as well as the possibility to develop a two-dimensional electron gas at the interfaces.

Pablo Esquinazi

10.2 Josephson-coupled superconducting regions embedded at the interfaces of highly oriented pyrolytic graphite

A. Ballestar, J. Barzola-Quiquia, T. Scheike, P. Esquinazi

Transport properties of a few hundreds of nanometers thick (in the graphene plane direction) lamellae of highly oriented pyrolytic graphite (HOPG) were investigated.
Current-voltage characteristics as well as the temperature dependence of the voltage at different fixed input currents provide evidence for Josephson-coupled superconducting regions embedded in the internal two-dimensional interfaces of HOPG. The resistance shows a sharp drop as a function of temperature, reaching zero resistance at low enough temperatures, see figure 10.1. The current-voltage characteristics are nonlinear and reminiscent of a Josephson junction. The temperature dependence of the critical current follows the Ambegaokar-Halperin model. Critical temperatures were in the region between 15 K and 150 K.

![Figure 10.1: Temperature dependence of the voltage in a logarithmic scale for four samples. A clear drop in the measured voltage is observed at 15 K < T < 150 K upon sample. For sample L4, the region near the onset of voltage decrease is shown (second right y-axis).](image)

**10.3 Exchange bias in manganite/SrRuO$_3$ superlattices**

M. Ziese, F. Bern, I. Vrejoiu∗

*Max Planck Institute of Microstructure Physics, 06120 Halle, Germany

The magnetization processes in Pr$_{0.7}$Ca$_{0.3}$MnO$_3$/SrRuO$_3$ and La$_{0.7}$Sr$_{0.3}$MnO$_3$/SrRuO$_3$ superlattices were studied. In both superlattices the ferromagnetic layers were antiferromagnetically coupled across the interfaces. Whereas superlattice La$_{0.7}$Sr$_{0.3}$MnO$_3$/SrRuO$_3$ showed a three-step magnetization reversal mechanism for all temperatures, superlattice Pr$_{0.7}$Ca$_{0.3}$MnO$_3$/SrRuO$_3$ had a compensation point with a two-step below and a three-step reversal mechanism above the compensation temperature. Exchange-bias and coercive fields, the vertical magnetization shift as well as the minor loop opening were measured as a function of the cooling field. Main findings were a change of the exchange-bias field from negative to positive values for increasing cooling fields in the two-step reversal regime and from negative values to zero for increasing cooling fields in the three-step reversal regime, see figure 10.2. Exchange-bias training occurs mostly within the first magnetization cycle. The data are consistent with the formation of interfacial domain walls.
Figure 10.2: Magnetization data of sample LSMO/SRO. (a) Full hysteresis loop and minor loop with field amplitude of 1.5 T at 10 K. The minor loop was measured after ZFC and subsequent application of +7 T. (b) Minor loops measured after FC in $B_{FC}$ at 10 K. (c) FC magnetization in 7 T and remanent magnetization (RemH) as a function of temperature. The remanence was measured after FC in +7 T and removing the field at 5 K.

10.4 Transport properties of single TiO$_2$ nanotubes

M. Stiller, J. Barzola-Quiquia, I. Lorite, P. Esquinazi, R. Kirchgeorg*, S.P. Albu*, P. Schmuki*†

*Chair for Surface Science and Corrosion, Department Material Science and Engineering, University of Erlangen, D-91058 Erlangen, Germany
†Department of Chemistry, King Abdulaziz University, Jeddah, Saudi Arabia

The electric transport properties of single TiO$_2$ nanotubes separated from an anodic titania nanotube array, see figure 10.3, were studied. The temperature dependence of the resistance measured with the conventional four point method of all investigated samples showed Mott variable range hopping behavior. The results obtained with two contacts indicate the existence of a potential barrier between the Cr/Au contacts and the sample surfaces, which influence is clearly observable at temperatures < 150 K. Impedance spectroscopy in the frequency range of 40 Hz to 1 MHz carried out at room temperature indicates that the electronic transport of these polycrystalline tubes was dominated by the grain cores.
10.5 Structural, magnetic and electrical properties of SrRuO$_3$ films and SrRuO$_3$/SrTiO$_3$ superlattices

F. Bern, M. Ziese, A. Setzer, E. Pippel$, D. Hesse$, I. Vrejoiu$

$Max Planck Institute of Microstructure Physics, 06120 Halle, Germany

SrRuO$_3$ films and SrRuO$_3$/SrTiO$_3$ superlattices grown on SrTiO$_3$ (001) were studied by structural, magnetic, magnetoresistance and Hall effect measurements. The superlattices showed heteroepitaxial growth with coherent interfaces and a Ru/Ti diffusion region of 1-1.5 unit cells. The resistivity had metallic character above a critical thickness of 3-4 unit cells, becoming insulating below. There was no hint of conduction processes along the interfaces. Both magnetization and magnetoresistance measurements showed an increase of the magnetic anisotropy, consistent with magnetostriction effects. The magnetostriction coefficient was estimated to $\lambda_{100} \sim 1.4 \times 10^{-4}$. Three unit cell thick SrRuO$_3$ layers in SrRuO$_3$/SrTiO$_3$ superlattices were found to have tetragonal crystal symmetry, as deduced from the sign change of the anomalous Hall constant,
see figure 10.4.

Figure 10.4: Hall effect of (a) 2 and 4 unit cell thick SrRuO$_3$ films as well as (b) superlattices SL6 u.c./9 u.c. and SL3 u.c./3 u.c. as a function of magnetic field at 50 K. The solid lines in (b) are asymptotes to the high field Hall effect. $\rho_{yx,A}$ denotes the anomalous Hall contribution as determined by the extrapolation of the high field slope to zero.

10.6 Granular superconductivity at room temperature in bulk highly oriented pyrolytic graphite samples

T. Scheike, P. Esquinazi, A. Setzer, W. Böhlmann

The magnetic response of two bulk highly oriented pyrolytic graphite (HOPG) samples with different internal microstructure was studied. For the sample with well defined interfaces, parallel to the graphene layers, the temperature and magnetic field hysteresis are similar to those found recently in water-treated graphite powders, see figure 10.5. The observed behavior suggests the existence of granular superconductivity above room temperature in agreement with previous reports in other graphite samples. The granular superconductivity behavior is observed only for fields normal to the embedded interfaces, whereas no relevant hysteresis in temperature or field is observed for fields applied parallel to them. Increasing the temperature above 400 K changes irreversibly the hysteretic response of the sample.
10.7 Existence of a magnetically ordered hole gas at the La$_{0.7}$Sr$_{0.3}$MnO$_3$/SrRuO$_3$ interface

M. Ziese, F. Bern, A. Setzer, E. Pippel*, D. Hesse,† I. Vrejoiu*  

*Max Planck Institute of Microstructure Physics, 06120 Halle, Germany

The study of spatially confined complex oxides is of wide interest, since correlated electrons at interfaces might form new states of matter. Here La$_{0.7}$Sr$_{0.3}$MnO$_3$/SrRuO$_3$ superlattices with coherently grown interfaces and layer thicknesses down to 1 unit cell were fabricated by pulsed laser deposition. The superlattices were studied by x-ray, HRTEM, magnetization and magnetotransport measurements. For such small thicknesses La$_{0.7}$Sr$_{0.3}$MnO$_3$ films are antiferromagnetic and insulating. Despite the small layer thickness, the La$_{0.7}$Sr$_{0.3}$MnO$_3$ layers in the superlattices were ferromagnetic with Curie temperatures close to room temperature. Whereas the resistivity of the superlattices showed metallic behaviour and was dominated by the conducting SrRuO$_3$ layers, the off-diagonal resistivity showed an anomalous Hall effect with ferromagnetic loop shape even far above the Curie temperature of the SrRuO$_3$ layers as well as a positive high field slope. This indicates the presence of a highly conducting, ferromagnetically ordered hole gas at the interfaces that might be formed by a charge-transfer process. This result opens up an alternative route for the fabrication of quasi-two-dimensional systems.

10.8 Funding

Study of intrinsic and extrinsic phenomena in the electrical transport properties of multigraphene
Prof. Dr. Pablo Esquinazi  
DFG ES 86/16-1
Defect-induced Magnetism in Oxides
Prof. Dr. Pablo Esquinazi
DFG SFB 762/2, B1

Magnetic and electric properties of oxide superlattices with ultrathin single layers
Prof. Dr. Pablo Esquinazi and Prof. Dr. Michael Ziese
DFG SFB 762/2, B5

Untersuchung des Einflusses von Leerstellen und Wasserstoff auf die elektrischen, magnetischen und optischen Eigenschaften von ZnO und Mg$_x$Zn$_{1-x}$O Nanostrukturen
Prof. Dr. Pablo Esquinazi
DAAD-PROALAR

Development of nanostructured ZnO Biosensors for the detection of very low concentration of analytes in Biomedical Applications
Prof. Dr. Pablo Esquinazi
BMBF-NANOTEC (ARG 11/033)

Superconducting Properties of Graphite Interfaces
Prof. Dr. Pablo Esquinazi
DAAD-PROBRAL

10.9 Organizational Duties

P. Esquinazi
- Dean of Studies (until October 2013)
- Project Reviewer: Deutsche Forschungsgemeinschaft (DFG), National Science Foundation (USA), German-Israeli Foundation (GIF), Israel Science Foundation, Department of Energy (Washington), DAAD

M. Ziese
- Head of the Undergraduate Physics Laboratory
- Dean of Studies (from October 2013)

W. Böhlmann
- Referee: J. Physical Chemistry, J. of American Chemical Society, Microporous and Mesoporous Materials
10.10 External Cooperations

Academic

- State University of Campinas, Campinas, Brazil  
  Prof. Dr. Yakov Kopelevich
- Max-Planck Institute of Microstructure Physics, Halle, Germany  
  Dr. Ionela Vrejoiu
- Max-Planck Institute of Microstructure Physics, Halle, Germany  
  Prof. Dietrich Hesse
- Max-Planck Institute of Microstructure Physics, Halle, Germany  
  Dr. Marin Alexe
- Max-Planck Institute of Microstructure Physics, Halle, Germany  
  Dr. Arthur Ernst
- Martin-Luther Universität Halle-Wittenberg, Halle, Germany  
  Prof. Ingrid Mertig
- Martin-Luther Universität Halle-Wittenberg, Halle, Germany  
  Prof. Wolfram Hergert
- Martin-Luther Universität Halle-Wittenberg, Halle, Germany  
  Dr. Angelika Chassé
- Martin-Luther Universität Halle-Wittenberg, Halle, Germany  
  Dr. Manfred Dubiel
- Stanford Synchrotron Radiation Laboratory, USA  
  Dr. Hendrik Ohldag
- Max-Planck-Institut für Metallforschung, Stuttgart, Germany  
  Dr. Eberhard Goering
- Laboratorio de Física de Sistemas Pequeños y Nanotecnología, Consejo Superior de Investigaciones Científicas, Madrid, Spain  
  Prof. N. García (Madrid)
- Forschungszentrum Dresden-Rossendorf e.V., Institut für Ionenstrahlphysik und Materialforschung, Germany  
  Dr. W. Anwand
- Forschungszentrum Dresden-Rossendorf e.V., Institut für Ionenstrahlphysik und Materialforschung, Germany  
  Dr. G. Brauer
- Tucuman University, Argentina  
  Prof. S. P. de Heluani
- University of La Plata, Argentina  
  Dr. C. E. Rodriguez Torres
- Universidad Autónoma de Madrid, Spain  
  Prof. Dr. Miguel Angel Ramos
- University of Ioannina, Greece, Ioannina, Greece  
  Prof. I. Panagiotopoulos
10.11 Publications

Journals

F. Bern, M. Ziese, K. Dörr, A. Herklotz, and I. Vrejoiu:
Hall effect of tetragonal and orthorhombic SrRuO$_3$ films

M. Ziese and I. Vrejoiu:
Invited review: Properties of manganite/ruthenate superlattices with ultrathin layers

A. A. Timopheev, A. M. Azevedo, N. A. Sobolev, K. Brachwitz, M. Lorenz, M. Ziese, P. Esquinazi, and M. Grundmann:
Magnetic anisotropy of epitaxial zinc ferrite thin films grown by pulsed laser deposition

M. Ziese, F. Bern, A. Setzer, E. Pippel, D. Hesse, and I. Vrejoiu:
Existence of a magnetically ordered hole gas at the La$_{0.7}$Sr$_{0.3}$MnO$_3$/SrRuO$_3$ interface

M. Ziese, F. Bern, and I. Vrejoiu:
Exchange bias in manganite/SrRuO$_3$ superlattices

A. Ballestar, J. Barzola-Quiquia, T. Scheike, and P. Esquinazi:
Josephson-coupled superconducting regions embedded at the interfaces of highly oriented pyrolytic graphite

T. Scheike, P. Esquinazi, A. Setzer, and W. Böhlmann:
Granular superconductivity at room temperature in bulk highly oriented pyrolytic graphite samples
Carbon 59, 140 (2013)

V. V. Lazenka, M. Lorenz, H. Modarresi, K. Brachwitz, P. Schwinkendorf, T. Böntgen, J. Vanacken, M. Ziese, M. Grundmann, and V. V. Moshchalkov:
Effect of rare-earth ion doping on the multiferroic properties of BiFeO$_3$ thin films grown epitaxially on SrTiO$_3$ (100)

Differences in n-type doping efficiency between Al- and Ga-ZnO films

J. Zippel, M. Lorenz, A. Setzer, M. Rothermel, D. Spemann, P. Esquinazi, M. Grundmann, G. Wagner, R. Denecke, and A. A. Timopheev:
Defect-induced magnetism in homoeptaxial manganese-stabilized zirconia thin films
M. Jenderka, J. Barzola-Quiquia, Z. Zhang, H. Frenzel, M. Grundmann, and M. Lorenz: Mott variable-range hopping and weak antilocalization effect in heteroepitaxial Na₂IrO₃ thin films

P. Esquinazi, W. Hergert, D. Spemann, A. Setzer, and A. Ernst: Defect-Induced Magnetism in Solids

J. L. Cholula-Díaz, J. Barzola-Quiquia, H. Krautscheid, U. Teschner, P. Esquinazi: Synthesis and magnetotransport properties of nanocrystalline graphite prepared by aerosol assisted chemical vapor deposition
Carbon 67, 10 (2014)

P. Esquinazi: Invited review: Graphite and its hidden superconductivity
Papers in Physics, 5, 050007 (2013)

M. Stiller, J. Barzola-Quiquia, I. Lorite, P. Esquinazi, R. Kirchgeorg, S. P. Albu, and P. Schmuki: Transport properties of single TiO₂ nanotubes

F. Bern, M. Ziese, A. Setzer, E. Pippel, D. Hesse and I. Vrejoiu: Structural, magnetic and electrical properties of SrRuO₃ films and SrRuO₃/SrTiO₃ superlattices

F. Bern and M. Ziese: Magnetotransport and Hall effect studies of SrRuO₃/SrTiO₃ superlattices
EPJ Web of Conferences 40, 15013 (2013)

10.12 Graduations

Master
• B.Sc. Julia Tesch
  Thermopower measurements of micrometer-sized samples
  28.02.2013
• B.Sc. Tobias Lehmann
  Herstellung von dünnen Filmen des topologischen Isolators Bi₂Se₃ und deren Magnetotransportmessungen
  28.03.2013

Bachelor
• cand. B.Sc. Johann Schmidt
  Influence of a Deionized Water Treatment on the Electronic Transport Properties of a
Multigraphene Sample
28.02.2013

- cand. B.Sc. Manuel Lindel
  Transport Properties of Multi-Wall Carbon Nanotube Bundles
  24.07.2013

- cand. B.Sc. Tom Schilling
  Structural and magnetic properties of SrRuO$_3$ thin films deposited on (111) SrTiO$_3$
  30.09.2013

10.13  Guests

- Prof. Dr. Mónica Tirado
  Laboratorio de Física del Sólido, University of Tucumán / Argentine
  15.05. - 02.06.2013

- Dr. Carlos Iván Zandalazini
  Laboratorio de Física del Sólido, University of Tucumán / Argentine
  02.05. - 30.06.2013

- PhD Silvina Claudia Real
  Laboratorio de Física del Sólido, University of Tucumán / Argentine
  15.05. - 10.06.2013

- Binda Chen
  Technische Universität München
  23. - 27.06.2013

- Dr. David Comedi
  Laboratorio de Física del Sólido, University of Tucumán / Argentine
  02. - 14.06.2013

- PhD Ricardo Matías Trujillo
  Laboratorio de Física del Sólido, University of Tucumán / Argentine
  Time

- B.Sc. Burak Cibuk
  Faculty of Engineering, Physic Engineering, University Ankara / Turkey
  01.07. - 30.09.2013

- Prof. Dr. Yakov Kopelevich
  Instituto de Física “Gleb Wataghin”, Universidade Estadual de Campinas, São Paulo / Brazil
  16.07. - 01.08.2013

- PhD Parmod Kumar
  Department of Physics, Indian Institute of Technology, New Delhi / India
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Computational Quantum Field Theory

11.1 Introduction

The Computational Physics Group performs basic research into classical and quantum statistical physics with special emphasis on phase transitions and critical phenomena. In the centre of interest are the physics of spin glasses, diluted magnets and other materials with quenched, random disorder, soft condensed matter physics with focus on fluctuating paths and interfaces, biologically motivated problems such as protein folding, aggregation and adsorption as well as related properties of homopolymers, and the intriguing physics of low-dimensional quantum spin systems. Our investigations of a geometrical approach to the statistical physics of topological defects with applications to superconductors and superfluids and research into fluctuating geometries with applications to quantum gravity, e.g., dynamical triangulations, build on the previous European Research Training Network (RTN) “ENRAGE”: Random Geometry and Random Matrices: From Quantum Gravity to Econophysics, a collaboration of 13 teams throughout Europe. Moreover, initiated by a bi-national Institute Partnership with the Jagiellonian University in Krakow, Polen, supported by the Alexander von Humboldt (AvH) Foundation the statistical mechanics of complex networks is studied. In April 2012 a new AvH Institute Partnership project with the Institute for Condensed Matter Physics of the National Academy of Sciences in Lviv, Ukraine, on Polymers in Porous Environments and on Disordered Substrates commenced its work.

The methodology is a combination of analytical and numerical techniques. The numerical tools are currently Monte Carlo and Molecular Dynamics computer simulations as well as exact enumeration techniques. The computational approach to theoretical physics is expected to gain more and more importance with the future advances of computer technology, and is likely to become the third cornerstone of physics besides experiment and analytical theory as sketched in Fig. 11.1. Already now it can help to bridge the gap between experiments and the often necessarily approximate calculations in analytic approaches. To achieve the desired high efficiency of the numerical studies we develop new algorithms, and to guarantee the flexibility required by basic research all computer codes are implemented by ourselves. The technical tools are Fortran, C, and C++ programs running under Unix or Linux operating systems and computer algebra using Maple or Mathematica. The software is developed and tested at the Insti-
Figure 11.1: Sketch of the “triangular” relationship between experiment, analytical theory and computer simulation.

Within the University, our research activities are closely integrated into the Graduate School “BuildMoNa”: Leipzig School of Natural Sciences – Building with Molecules and Nano-objects, two ESF Junior Research Groups, the International Max Planck Research School (IMPRS) Mathematics in the Sciences, and the International Graduate School Statistical Physics of Complex Systems with Université de Lorraine in Nancy, France, supported by the Deutsch-Französische Hochschule (DFH-UFA). In the second funding period 2011–2013, Coventry University in England has been integrated as an associated partner, and in the recently approved third funding period 2014–2016, also the National Academy of Sciences of Ukraine in Lviv has joined as another associated partner institution, offering our PhD students now several interesting options for secondments. The three Graduate Schools are all “Classes” of the Research Academy Leipzig (RALeipzig), providing the organizational frame for hosting visiting students and senior scientists, offering language courses, organizing childcare and for many other practical matters. At the post-graduate level our research projects are embedded into the “Sächsische DFG-Forschergruppe” FOR877 From Local Constraints to Macroscopic Transport jointly with the universities in Chemnitz and Dresden, and the Sonderforschungsbereich/Transregio SFB/TRR 102 Polymers under Multiple Constraints: Restricted and Controlled Molecular Order and Mobility together with Halle University. Our group also actively contributes to two of the top level research areas (previously “Profilbildende Forschungsbereiche (PbF)”, currently being reorganized
into so-called “Profillinien”) and the Centre for Theoretical Sciences (NTZ) of the University. Beside “BuildMoNa” the latter structures are particularly instrumental for our cooperations with research groups in experimental physics and biochemistry on the one hand and with mathematics and computer science on the other.

On an international scale, our research projects which are in part initiated by the European RTN “ENRAGE” and the previous AvH Institute Partnership with the Jagiellonian University in Krakow, Poland, are currently carried out in a wide net of collaborations mainly funded by the German Academic Exchange Service (DAAD) and the Alexander von Humboldt Foundation through the Institute Partnership with the National Academy of Sciences in Lviv, Ukraine, as well as their Fellowship Programmes. Further close contacts and collaborations are established with research groups in Armenia, Austria, China, France, Great Britain, Israel, Italy, Japan, Poland, Russia, Spain, Sweden, Taiwan, Turkey, Ukraine, and the United States. These contacts are refreshed and furthered through topical Workshops, Advanced Training Modules and Tutorials, and our International Workshop series CompPhys: New Developments in Computational Physics, taking annually place at the end of November just before the first advent weekend.

Wolfhard Janke

11.2 Morphing the energy landscape of spin glasses

S. Schnabel, W. Janke

Among the numerous systems that became accessible for investigation with the introduction of Monte Carlo simulations, spin glasses have proven to be among the most challenging. This becomes apparent when the Edwards-Anderson model \(H = \sum_{ij} J_{ij} S_i S_j\), in the form of random couplings \(J_{ij}\) leads to an energy landscape that is characterized by an excessive number of local minima separated by energy barriers. This severely hampers Monte Carlo simulations since a random walker has to change frequently between high and low energies in order to sample a representative part of the state space. In consequence both the search for the ground state and the investigation of thermodynamic properties can only be performed for relatively modest system sizes. While for the former new methods keep being introduced, at least in the last two decades progress in the latter has exclusively been achieved due to an increase of computational resources.

We propose a novel technique related to the basin hopping algorithm [2]. In addition to the energy of a given configuration we evaluate the energy of the system after a short energy minimization and attribute this energy to the original configuration as well. Combining these two values it is possible to obtain a variable that retains the minima of the Hamiltonian but alters the shape of the surrounding valleys, thus facilitating the simulation and reducing autocorrelation time.
We obtain ground-state energies that correspond well with data from the literature. Furthermore, we are able to reach lower energies in balanced simulations than possible before.


11.3 Polymer adsorption onto a stripe-patterned substrate

M. Möddel*, M. Bachmann†, W. Janke

*Present address: Basycon Unternehmensberatung, Welserstraße 1, 81373 München, Germany
†Center for Simulational Physics, The University of Georgia, Athens, Georgia 30602, USA

Naturally occurring substrates almost exclusively exist with heterogeneities not just on the macroscopic, but also on the micro- or nanoscopic level. Consequently, after we developed an in-depth understanding of the statistical equilibrium behaviour of a generic self-attracting polymer model close to an attractive homogeneous substrate in recent years [1–5], the question arose how this behaviour gets modified if heterogeneities are introduced on the substrate.

The goal was to see the influence on the level of the whole pseudo-phase diagram, where “pseudo” refers to the finiteness of the simulated chain length. Since already the phase diagram of the polymer near the homogeneous substrate is very rich in transitions (cf. Fig. 11.3(a)), to extract any meaningful results the chosen surface heterogeneity needs to be easily controllable and preferably simple.

Our choice was to add to the previously investigated [1–5] bulk energy term and 9-3 Lennard-Jones (LJ) attraction between each monomer and the substrate an attractive
Figure 11.3: (a) Pseudo-phase diagram for polymer adsorption to a homogeneous substrate \((\epsilon_{\text{stripe}} = 0)\) in the temperature \((T)\) – surface attraction \((\epsilon_s)\) plane and a “heat map” of the substrate potential for \(\epsilon_s = 1\). (b) Analogous pseudo-phase diagram for the stripe patterned case in the \(T - \epsilon_{\text{stripe}}\) plane for \(\epsilon_s = 1\). Phases with “A/D” are adsorbed/desorbed, while “E”, “G”, and “C” denote phases with increasing order: expanded, globular, and compact. “PC” stands short for a region with phase coexistence.

The cosine-square potential of distance \(D = 5\) such that the energy of the system in total is

\[
E_{\text{bulk}} = 4 \sum_{i=1}^{N-2} \sum_{j=i+2}^{N} (r_{ij}^{-12} - r_{ij}^{-6}) + \frac{1}{4} \sum_{i=1}^{N-2} (1 - \cos \theta_i),
\]

that is strongly dominated by a 12-6 Lennard-Jones (LJ) attraction between non-neighboring monomers, and

\[
E_{\text{sur, stripe}}(x, z) = \begin{cases} \left( \frac{2}{3} z^{-3} - z^{-9} \right) \epsilon_s + \epsilon_{\text{stripe}} \cos^2 \left( \pi \left( \text{mod} \left( x + \frac{D}{2}, D \right) - \frac{D}{2} \right) \right), & \text{if } \left| \text{mod} \left( x + \frac{D}{2}, D \right) - \frac{D}{2} \right| \leq \frac{1}{2} \\ \left( \frac{2}{3} z^{-3} - z^{-9} \right) \epsilon_s, & \text{else.} \end{cases}
\]

The impact of those stripes was described in detail with an emphasis on the onset of the “recognition” transition below which the polymer perfectly adapts the shape of the stripe. Figure 11.3(b) shows that despite some striking differences, many conclusions drawn for the adsorption of a single polymer on a homogeneous substrate remain valid in the more general heterogeneous case [6].

11.4 Structural phases of stiff and flexible polymers

D.T. Seaton*, S. Schnabel, D.P. Landau*, M. Bachmann*

*Center for Simulational Physics, The University of Georgia, Athens, USA

In order to get a systematic understanding of the structural behaviour of polymers with a varying degree of stiffness we performed extensive simulations for a bead-spring model. The Hamiltonian contains three types of interactions:

- Excluded volume and hydrophobicity are modeled by a Lennard-Jones potential
  \[ U_{LJ}(r_{ij}) = r_{ij}^{-12} - 2r_{ij}^{-6} \]
  with a minimum at \( r_{ij} = 1 \), acting upon all non-neighbouring monomer pairs.

- Bonds are introduced by a FENE-potential
  \[ U_{\text{FENE}}(r_{i,i+1}) = -R^2 \ln \left[ 1 - \left( \frac{r_{i,i+1}}{R} \right)^2 \right], \]
  with the maximum bond length \( R = 1.2 \). An adjusted Lennard-Jones potential is added in order to match the equilibrium distance to that of the non-bonded pairs.

- The polymer obtains stiffness via a bending energy
  \[ U_{\text{bend}}(\Theta_l) = \kappa (1 - \cos \Theta_l) \]
  based on the angle between adjacent bonds \( \Theta_l \).

Employing advanced generalized-ensemble Monte Carlo techniques we were able to sample the state space for all relevant \( \kappa \)-values in a single simulation [1]. Transition lines were afterwards identified using thermal fluctuations of energy (Fig. 11.4) and radius of gyration.

We did not only focus on the general phases between the limits stiff and flexible but investigated the influence of finite-size effects on structure formation. This is a significant problem as it has become apparent that the structural properties of classes of short semiflexible biomolecules can significantly deviate from the standard wormlike-chain behaviour. The changed structural behaviour, therefore, needs to be considered in the understanding of biomolecular processes on short length scales and also in the nanofabrication of molecular devices.

Figure 11.4: Surface plot of the specific heat for classes of polymers with $N = 30$ monomers as a function of temperature $T$ and stiffness $\kappa$. Brighter colors correspond to higher thermal activity, signaling structural transitions. For a large number of $\kappa$ values, locations of peaks and shoulders are emphasized by circles and squares, respectively, for easier identification of transition points. Conformational phases are labeled as follows: $A$, random coil; $A^*$, random rodlike; $B$, liquid globular; $C$, solid globular; $D_m$, rodlike bundles with $m$ segments; and $E$, toroidal.

11.5 Ground-state properties of a polymer chain inside an attractive sphere potential

H. Arkin', W. Janke

*Department of Physics Engineering, Faculty of Engineering, Ankara University, Tandogan, 06100 Ankara, Turkey

Understanding the basic mechanisms for structure formation of biomolecules at different interfaces is one of the major challenges of modern interdisciplinary research and possible applications in nanotechnology. Knowledge of the origin of structure formation is an important prerequisite for tailoring polymer adhesion to metals and semiconductors [1] and the design of biomedical implants [2] and biosensors [3]. The adsorption behaviour can also influence cellular motion, drug delivery, and other biological processes. The advances in designing and manipulating biomolecules at solid substrates on the nanoscale open new challenges for potential nanotechnological applications of hybrid organic-inorganic interfaces.

Recently, some progress has been achieved in the understanding of general properties of the conformational behaviour of homopolymers and heteropolymers near...
Figure 11.5: Bond and torsion angle distributions for (a) $\epsilon = 0.1$, (b) $\epsilon = 0.4$, (c) $\epsilon = 0.7$, (d) $\epsilon = 1.0$ and the associated global minimum energy conformations. The distribution of the torsion angles has reflection symmetry and therefore only the positive interval is shown.

substrates. In most cases, the substrates are considered to be planar [4]. In this work, we considered a simple off-lattice coarse-grained polymer model inside of an attractive sphere, for which we have recently constructed the finite-temperature phase diagram [5]. Here, we focused on the ground-state properties caused by different attraction strengths $\epsilon$ of the sphere within the frame of generalized-ensemble simulations [6]. In a comparative analysis based among others on various (invariant) shape parameters related to the eigenvalues of the gyration tensor, a classification of the structures formed in the accompanying adsorption process has been achieved.

The distributions of all successive pairs of virtual bond angles $\Theta_i = \pi - \vartheta_i$ and torsion angles $\Phi_i$ in the low-temperature regime ($T < 0.2$) for different values of the surface attraction strength $\epsilon$ are shown in Fig. 11.5. It is one of the most remarkable results of our study that for different parameter values of the polymer-attractive sphere system, we get conformations that fit perfectly to the inner wall of the sphere. A careful comparison with results for flat substrates has recently been presented in Ref. [7].

11.6 Polymer shapes in an attractive spherical cage

H. Arkın, W. Janke

∗Department of Physics Engineering, Faculty of Engineering, Ankara University, Tandogan, 06100 Ankara, Turkey

The conformational properties of polymers and proteins confined in cages with different geometries are a subject of great interest in polymer science [1–4], playing an important role both from a physical and chemical perspective. In recent work, we considered a simple off-lattice coarse-grained polymer model inside an attractive sphere, for which we have constructed the finite-temperature phase diagram [5] and investigated the ground-state properties [6]. A careful comparison with results for flat substrates has recently been presented in Ref. [7].

In this work we found highly structured conformations that are of approximately spherical shape or form two-dimensional planar, compact to extended, random coil structures. The observed conformations range from desorbed to partially or even completely adsorbed. In the present study [8], we show that the gyration tensor and related asphericity and shape anisotropy parameters are powerful combinations to characterize the conformational pseudo-phases in detail and to identify the associated typical polymer shapes. In a comparative analysis, a classification of the structures formed in the accompanying adsorption process has been achieved. It is one of the most remarkable results of our study that for different values of the attraction-strength parameter $\epsilon$ of the polymer-attractive sphere system, we get conformations that fit perfectly to the inner wall of the sphere with two-dimensional shape.

The eigenvalues of the gyration tensor measure the extensions in the principle axis system and enable us to define several additional, partly universal shape parameters of which information about the system can be extracted that complements the physical picture obtained so far. Some of our results [8] are exemplified in Fig. 11.6, where the distributions of the eigenvalues of the gyration tensor are shown for low-temperature conformations at (a) $\epsilon = 0.1$, (b) $\epsilon = 0.4$, (c) $\epsilon = 0.7$, (d) $\epsilon = 1.0$. For $\epsilon = 0.1$ and 0.4 the eigenvalues are nearly equal to each other. There are no significant differences because these values correspond to almost spherically symmetric shapes or three-layered shapes which are also close to spherical shape. On the other hand, as we know from the $T$-$\epsilon$ phase diagram [5, 7] that for low temperatures the transition point is at $\epsilon \approx 0.6$, the plot for $\epsilon = 0.7$ shows a tendency of increasing values $\lambda_1$, $\lambda_2$ and decreasing $\lambda_3$. For $\epsilon = 1.0$ it can be seen that this tendency becomes more pronounced and $\lambda_3$ approaches zero whereas the other two eigenvalues are increasing to higher values. This confirms in a quantitative way that the layering transition at the inner surface of the attractive sphere is a topological transition from 3D to 2D polymer conformations.

Figure 11.6: The eigenvalue distributions of the gyration tensor of low-temperature conformations for surface attraction strength (a) $\epsilon = 0.1$, (b) $\epsilon = 0.4$, (c) $\epsilon = 0.7$, (d) $\epsilon = 1.0$.


11.7 Effects of bending stiffness on a coarse grained polymer model

M. Marenz, W. Janke

To investigate the generic behaviour of polymers and proteins in computer simulations it is common to use generic models. On the one hand, these models neglect chemical details, which means that one cannot observe any specific behaviour. Instead the general behaviour for the type of polymer is exposed. Additionally these coarse-grained models are often the only ones which are treatable with analytical or numerical methods. One of the most used coarse-grained models is the so called bead-stick polymer. For this
Figure 11.7: Different conformational phases of a homopolymer consisting of 14 monomers. Black lines indicate pseudo-phase transitions. The different pseudo phases are labeled as follows: E - elongated, R/R* - rod-like, C - collapsed, AC - aligned collapses, F1/F2 - frozen, K/K* knot-like, DN - bended $N - 1$ times.

work, we added a bending stiffness to the Hamiltonian of this model, so that we can investigate many different kinds of polymers without reintroducing chemical details. The Hamiltonian of the simulated polymers looks as follows:

$$H = 4 \sum_{i=1}^{N-2} \sum_{j=i+2}^{N} \left( \frac{1}{r_{ij}^{12}} - \frac{1}{r_{ij}^{6}} \right) + \kappa \sum_{\theta_i} (1 - \cos \theta_i),$$

where $r_{ij}$ denote the distances between non-adjacent monomers and $\theta_i$ is the angle of two adjacent bonds.

Now we can adjust the bending stiffness by varying $\kappa$, so that the simulated polymer can be anything between flexible, semi-flexible or stiff. To investigate the different conformational phases we need results over a broad temperature range. We therefore used a parallel version of the multicanonical algorithm, which is explained in [1]. This algorithm can produce results over a large temperature range and also overcome problems arising from numerous phase transitions. These phase transitions make it problematic to simulate such models with standard Monte Carlo algorithms. We measured different observables such as the energy $\langle E \rangle$, the squared radius of gyration $\langle R_g^2 \rangle$ or the invariants of the gyration tensor and identified the different (pseudo) phase transitions from peaks in the thermal derivatives.

Despite of the simplicity of the model, the phase diagram is remarkably rich [2], see Fig. 11.7. Many of these phases are comparable to conformations which have been observed for real polymers and proteins. Similar but in details different results have recently been observed for a different coarse-grained polymer model [3] (cf. Fig. 11.4). For the future we plan to investigate the effect of the polymer length on the different pseudo-phase transitions. Additionally, a finite-size scaling analysis at few selected
pseudo-phase transition points could yield a deeper insight into the type and scaling properties of the transitions.


11.8 The role of stiffness on structural phases in polymer aggregation

J. Zierenberg, W. Janke

We have investigated the effect of stiffness on polymer aggregation and were able to show that stiffness plays a crucial role in whether a system forms an amorphous aggregate or a bundle structure [1]. Figure 11.8 shows the temperature-stiffness phase diagram of polymer aggregation for 8 polymers with 13 monomers each. We have performed the same analysis also for 2 and 4 polymers of the same length and were always able to identify a regime of flexible polymers forming uncorrelated aggregates, an intermediate regime and a regime of rather stiff polymers directly forming bundle like structures. With the help of a microcanonical analysis we investigated the intermediate stiffness regime. Here, lowering the temperature for a few polymers the aggregation first forms correlated structures followed by a first-order like transition into the “frozen” states. On the other hand, for an increasing number of polymers, lowering the temperature first drives the system into an uncorrelated aggregate, shortly followed by a second-order like transition into the correlated aggregate.

![Figure 11.8: Full temperature-stiffness phase diagram of 8 polymers with 13 monomers each. The surface plot shows a correlation order parameter (1 = correlated; 1/3 = uncorrelated) and the black and blue dots represent peaks in the heat capacity and the thermal derivative of the phase separation parameter, respectively [1].](image-url)
For increasing numbers of polymers, we can see that the “frozen” (low-temperature) states in Fig. 11.8 show a twisted bundle structure if the stiffness is large enough. This sort of structure has been reported before in the context of material design for specific interactions usually related to proteins. Since our study did not include any specific interactions, but instead a homopolymer with short-range attraction/repulsion with additional bending stiffness, we conclude that specific interactions are not necessary but may stabilize or destabilize those occurring structures.

In order to generate the data, we employed parallel multicanonical simulations [2] with up to 128 cores on the supercomputer JUROPA at Jülich Supercomputing Centre (JSC).


11.9 Effect of coupling constants on polymer aggregation (ISAWs)

J. Zierenberg, B. Schott, W. Janke

Interacting self-avoiding walks (ISAWs) are a first-order approximation to flexible \( \theta \)-polymers and a suitable way to study generic effects of aggregation in relatively large systems. The model has been applied to a variety of problems including protein folding and surface adsorption and benefits from a discretized energy with nearest-neighbour interaction only. The Hamiltonian is given by

\[
\mathcal{H} = - (\epsilon_i N_i + \epsilon_o N_o),
\]

(11.3)

where \( N_i, N_o \) are the number of contacts of the polymers with themselves and with each other, respectively. Here, we consider a three-dimensional cubic lattice with edge length \( L \). The discretization allows a fast calculation of the system energy and, moreover, allows to enumerate small systems exactly.

Usually, one assumes \( \epsilon_i = \epsilon_o \) which leads to competition of the polymer collapse and polymer aggregation [1]. This, we were able to recapture in principle with parallel multicanonical simulations [2] of ISAWs, showing in addition that in equilibrium the polymers homogeneously aggregate into one macroscopic aggregate [3] similar to gas condensation. Moreover, the simplified model allows to systematically study the effect of the coupling constants on the occurring transitions. To this end, we introduce the ratio \( \epsilon = \epsilon_o/\epsilon_i \), expressing the inter-polymer coupling in terms of the intra-polymer coupling. The result of an exact enumeration of two polymers (\( N = 9, L = 35 \)) is shown in Fig. 11.9. Next to the heat capacity, it also shows the maxima and minima of the temperature derivative of the energy \( (E) \), the phase separation parameter \( (P) \), and the number of intra-\( (N_i) \) and inter-\( (N_o) \) polymer contacts.

This simple but exact example shows that the collapse and the aggregation only compete in the vicinity of \( \epsilon \approx 1 \). For small \( \epsilon \) the two polymers first collapse before aggregating, while for large \( \epsilon \) the polymers aggregate already at higher temperatures followed by further rearrangement transitions. The exact enumerations are extended
Figure 11.9: (a) Pseudo-phase diagram of two polymers \((N = 9)\) with variable coupling constant \(\epsilon = \epsilon_0/\epsilon_i\). (b) 20 polymers \((N = 13)\) in the aggregated phase.

by Monte Carlo simulations in order to better characterize the occurring phases also for larger systems, with an increasing number of longer chains.


11.10 Random heteropolymer models

V. Blavatska\textsuperscript{*}, W. Janke

\textsuperscript{*}Institute for Condensed Matter Physics, National Academy of Sciences of Ukraine, Lviv, Ukraine

The conformational properties of long heteropolymer chains are a subject of great interest in both chemical and biological physics. Typical examples are proteins, consisting of sequences of amino acid residues connected by peptide bonds. The conformations of individual macromolecules are controlled by the type of monomer-monomer interactions. In general, the constituents (monomers) of macromolecules in an aqueous environment can be characterized as hydrophilic or hydrophobic, depending on their chemical structure. Hydrophilic residues tend to form hydrogen bonds with surrounding water molecules, whereas the hydrophobic monomers effectively attract each other and tend to form a dense hydrophobic core.

We studied the conformational transitions in heteropolymers within a lattice model containing \(N_A\) monomers of type \(A\) and \(N_B = N - N_A\) monomers of type \(B\). Such a model can describe in particular the sequences of hydrophobic and hydrophilic residues in proteins [1] and polyampholytes with oppositely charged groups [2]. Restricting ourselves only to short-range interactions between any pair of monomers residing on neighboring lattice sites that are not connected by a covalent bond, we considered 5
Figure 11.10: Phase diagrams of heterogeneous polymer chains in $T$-$c$ space. (a) model 1, (b) model 2, (c) model 4, (d) model 5.

different parametrizations of this model. In particular, model 1 ($\varepsilon_{AA} = \varepsilon_{BB} = 1, \varepsilon_{AB} = -1$) where like monomers repel and opposite ones attract each other, refers to strongly screened Coulomb interactions [2]. The model 3 ($\varepsilon_{AA} = 1, \varepsilon_{BB} = \varepsilon_{AB} = 0$) is a particular case of model 1 and corresponds to a polymer chain containing charged (A) and neutral (B) monomers. Model 4 ($\varepsilon_{AA} = -1, \varepsilon_{BB} = \varepsilon_{AB} = 0$) refers to the (minimal) HP model [5] with hydrophobic (A) and hydrophilic (B) monomers. Models 2 ($\varepsilon_{AA} = \varepsilon_{BB} = -1, \varepsilon_{AB} = 1$) and 5 ($\varepsilon_{AA} = -1, \varepsilon_{BB} = 1, \varepsilon_{AB} = 0$) can be considered as generalizations of the two above mentioned cases.

Applying the pruned-enriched Rosenbluth chain-growth algorithm (PERM) [3] we analyzed numerically the transitions from an extended into a compact state as function of the inhomogeneity ratio $c = N_A/N$ for all five heteropolymer chain models [4]. Figure 11.10 shows that in model 3, unlike the other models, the polymer chain expands its size with lowering the temperature due to the repulsion between monomers, and the polymer chain remains in an extended state at any temperature. In model 2, the $\theta$-transition is always present at any value of inhomogeneity ratio $c$, whereas models 1, 4 and 5 remain in an extended state when the concentration of attracting monomers is too small to cause a transition into the compact state. Note also that at small concentration of attractive monomers, the chains can attain the compact state only when they are long enough and have enough attractive nearest-neighbour contacts to overcome the conformational entropy. Models 2, 4 and 5 describe homogeneous polymer chains with
nearest-neighbour attractions in the limiting case $c = 1$ (for model 2 also $c = 0$) with known value of the transition temperature $T_\theta = 3.717(3)$ [3].


11.11 Hysteresis and scaling of DNA under oscillatory force

S. Kumar∗, R. Kumar, W. Janke

∗Department of Physics, Banaras Hindu University, Varanasi 221 005, India

Figure 11.11: Schematic representations of DNA: (a) zipped, (b) partially zipped, and (c) unzipped. One end is kept fixed (indicated by the solid circle), while the other end may move in positive (shown by the solid line) or negative direction (shown by the dashed line), depending on the applied force direction.

Much attention has been paid in recent years to the understanding of biological processes, e.g., transcription and replication of nucleic acids, packing of DNA in a capsid, synthesis and degradation of proteins etc., which are driven by different types of molecular motors in vivo [1]. Experiments on biomolecules using single molecule force spectroscopy (SMFS) techniques have enhanced our understanding about these processes [2]. Unlike in vivo, where these motors are driven by oscillatory forces resulting from the periodic consumption of ATP to ADP, a constant force or loading rate used in SMFS experiments provides a limited picture of these processes in vitro. This has been highlighted in recent studies, where it was suggested that by varying the frequency and amplitude of the applied force, new aspects of a force-driven transition can be introduced [3–5], which otherwise would not be possible in the case of a steady force.

In this project, we have shown within a simplified model the existence of a dynamical transition in a system of driven DNA under the influence of an oscillatory force of amplitude $F$ and frequency $\omega$ [6], for a sketch see Fig. 11.11. For a chain of finite length, we observe that the area of hysteresis loops shown in Fig. 11.12 scales with the same exponents as proposed in the recent study [3]. However, in the true thermodynamic
Figure 11.12: Hysteresis of the end points separation under a periodic force for different frequencies $\omega$ and (a) small amplitude ($F = 0.25$) respectively (b) large amplitude ($F = 0.65$) in the infinite chain-length limit $L = \infty$. The lower part (c), (d) of the figure shows the corresponding plots for a chain of finite length $L = 4$ where $|x(t)| \leq 8$.

limit, we find that the high-frequency scaling regime extends to lower frequencies for larger chain length $L$, and the system has only one scaling regime where the area of the hysteresis loop scales with $\omega^{-1}F^2$. This indicates that a true dynamical transition may not exist in the thermodynamic limit. We also show that the scaling for large but finite $L$ at temperature $T = 0$ and $\neq 0$ remains invariant.


11.12 Exact enumeration of polymers in fractal disorder

N. Fricke, W. Janke
The asymptotic scaling behaviour of flexible polymers in a good solvent is properly captured by self-avoiding walks (SAWs) on a regular lattice [1]. By including a nearest-neighbour attraction, $\epsilon$, one can account for van der Waals forces that will cause a transition to a collapsed state at a certain temperature $\Theta$. These so-called self-attracting self-avoiding walks (SASAWs) or $\Theta$-polymers are characterized by three different sets of exponents: above, at, and below $\Theta$.

To describe polymers in disordered environments such as porous rocks, one often considers quenched averages of (SA)SAWs on critical percolation clusters; see [2]. One interesting aspect there is the fractal nature of the clusters, which have non-integer Hausdorff dimensions. This model is difficult to treat analytically, and previous numerical approaches have proved rather cumbersome.

We developed a new enumeration method to exactly determine the configurational averages on a random sample of critical clusters [3–5]. Our approach makes use of the fractal geometry of the clusters and is thus considerably more efficient than any previous numerical method. The principal idea is to partition the critical cluster into a hierarchy of weakly connected regions, where the walks can be enumerated independently. The method can easily handle $10^4$ steps for normal SAWs and about $6 \times 10^3$ for SASAWs on three-dimensional clusters at a fixed temperature. For shorter chains (about 800 steps), it can also be used to generate the complete density of states, $\Omega_E$, from which the configurational averages at any temperature can be calculated. For instance, the specific heat, $C_V$, as a function of temperature, $T$ which is typically studied when investigating thermal phase transitions, is obtained as:

$$
C_V = \frac{1}{Nk_B T^2} \left( \frac{\sum_E \Omega_E E^2 e^{-\frac{E}{k_B T}}}{Z} - \left( \frac{\sum_E \Omega_E e^{-\frac{E}{k_B T}}}{Z} \right)^2 \right),
$$

where $E$ is a walk’s total energy, $N$ the number of monomers and $Z$ the partition function.

For single clusters, we found that $C_V$ typically shows sharp peaks, whereas the quenched average only has a cusp at around $T = 0.55\epsilon/k_B$ (Fig. 11.13). We are currently investigating whether this corresponds to a collapse transition.
The self-avoiding random walk (SAW) has been a popular model for polymers since the 1950s [1]. Of particular interest is the asymptotic scaling behaviour of its mean squared end-to-end distance with the number of steps, described by a power law with a universal exponent, \( \langle R^2 \rangle \sim N^{2\nu} \). The average can be defined in two different ways: For the standard SAW, each trajectory contributes equally, corresponding to equilibrium statistics. The so-called kinetic growth walk (KGW) models a growing polymer; each trajectory contributes to the average according to the probability that it would occur in a self-avoiding growth process. On regular lattices, SAWs and KGWs appear to have different scaling exponents; see [2, 3].

To model polymers in random environments, one often constrains the walks to a critical percolation cluster, the paradigm for a highly disordered medium [4]. Our previous investigations had suggested that here, too, the exponents are different [3]. However, these results were preliminary, the number of steps and the amount of statistics having been rather small. By now we were able to significantly improve our measurements, owing to the use of more efficient algorithms: To simulate the KGWs, we used a modification of the pruned-enriched Rosenbluth method (PERM), which avoids trapping of the walks in dead ends [5]. The standard SAWs were exactly enumerated using a new technique that exploits the fractal nature of the clusters [6]. We were thus able to study SAWs and KGWs of up to 800 steps on a sample of \( 10^4 \) randomly generated clusters in two and three dimensions. The closer look revealed that while the behaviours differ initially, they clearly appear to converge when the number of steps is sufficiently increased; see Fig. 11.14. Our estimates for the exponent \( \nu \) for SAWs and KGWs on critical clusters are given in Table 11.1, alongside the previously obtained full-lattice values.

Based on these findings, we conclude that the asymptotic scaling behaviour of SAWs and KGWs on critical percolation clusters is probably identical, contrary to the situation on the full lattice.

<table>
<thead>
<tr>
<th>medium</th>
<th>( \nu_{2D} ) (SAW)</th>
<th>( \nu_{2D} ) (KGW)</th>
<th>( \nu_{3D} ) (SAW)</th>
<th>( \nu_{3D} ) (KGW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full lattice</td>
<td>3/4</td>
<td>0.682(2) [3]</td>
<td>0.587597(7) [7]</td>
<td>0.520(1) [3]</td>
</tr>
<tr>
<td>perc. cluster</td>
<td>0.780(5) [5]</td>
<td>0.782(3) [5]</td>
<td>0.66(3) [5]</td>
<td>0.649(4) [5]</td>
</tr>
</tbody>
</table>
Figure 11.14: Extrapolations of $\frac{1}{2} \frac{\Delta \ln \langle R^2 \rangle}{\Delta \ln N}$ vs. $1/N$ to estimate the exponent $\nu$ on (a) 2D and (b) 3D percolation clusters. Only values where $1/N < 0.02$ were used for the fits. $N_m$ denotes the mean of successive values of $N$.


11.14 Dynamics of the binary frustrated unit: The effect of multiple inherent time scales

D. Labavić, H. Nagel, W. Janke, H. Meyer-Ortmanns*  
*School of Engineering and Science, Jacobs University Bremen, Germany

The motif of a self-activating species $A$ that also activates another species $B$, which in turn represses its activator $A$, is often found in biological systems, particularly in those featuring inherent oscillatory behaviour. In such biological systems a source of delay in the interaction is essential for the observed dynamics. Thus different time scales are present in the interaction of the species. In this research, we investigated how such different inherent time scales lead to distinct dynamics in a stochastic description of such a system.

We considered a realization as a genetic circuit where two kinds of a proteins act as species $A$ and $B$. The mechanism of activation and repression is modeled after genetic promoter sequences encoded before their respective regulated genes: The binding of a specific protein to an activating or inhibiting promoter region respectively increases or decreases the expression rate of the protein associated to that gene, cf. Fig. 11.15.
Figure 11.15: (a) Implementation of the basic motif as a genetic circuit. (b), (c) Probability density functions for populations $N_A, N_B$ of species $A, B$ respectively for a fast (b) and slow (c) time scale of gene activation. For slow genes (c) the bifurcation picture changes and attractors split up.

In previous work [1] we found that one source of delay can be introduced by making the species $B$-protein expression and decay slower than that of the $A$-protein and could observe oscillations. Depending on the amount of delay, these oscillations are the consequence of a limit cycle and large excursions from a fixed point in a Hopf–type bifurcation.

Here we identified and investigated the effect of a second source of delay in the activation/repression mechanism itself [2]. The corresponding time scale is defined by the binding rates of the proteins to the genes promoter regions. Employing Monte Carlo simulations as well as coarse-graining methods in the time domain we were able to identify distinct dynamic behaviours when the time scale of activation is much faster than that of species $A$, as fast as $A$ and as slow as $B$. The bifurcational patterns change with the inherent time scales, too.


11.15 Condensation shapes in a stochastic mass transport model

E. Ehrenpreis, H. Nagel, W. Janke

Generic examples for stochastic mass transport processes are traffic flow, force propagation in granular media, aggregation and fragmentation of clusters, and many others [1]. The transport is classically modeled by probabilities for hopping events from one site to another. Since such processes are usually out-of-equilibrium, it is in general difficult to predict possible stationary states. Still, under certain circumstances it is possible to identify a transition between a liquid-like phase and a phase with a condensate (e.g., a “traffic jam”) that are associated with different stationary states. In the condensate a finite fraction $M’$ of constituent particles condenses onto a finite extension $W$ in space, sometimes even onto a single site. This is an example of spontaneous
symmetry breaking which, in contrast to equilibrium systems, can happen here even in a one-dimensional system.

In previous analytical work [2–4] we concentrated on a class of models with steady states that factorize over the links of arbitrary connected graphs, so-called pair-factorized steady states (PFSS). This property enables at least partially an analytic treatment of the transport properties. In one dimension we could predict the critical mass density at the condensation transition and in particular the condensate shape which turned out to be non-universal. Rather, by the competition of local (\(K\)) and ultralocal (\(p\)) interactions governing the hopping rates, it can be tuned from “extended” to “point-like” [5]. The resulting phase diagram for the choice \(K(x) \propto \exp(-x^\beta)\) and \(p(m) \propto \exp(-m^\gamma)\) and the analytically predicted exponent \(\alpha\) in the scaling law for the condensate extension, \(W \sim M'^\alpha\), are shown in Fig. 11.16.

The analytical treatment is based on several approximations. To assess their accuracy, we have performed extensive computer simulations of the hopping events and determined the phase diagram numerically [6]. As a result we find very nice agreement with the theoretical prediction. This is demonstrated in Fig. 11.17 where the measured condensate shapes are displayed in the \(\beta-\gamma\) plane. By performing power-law fits of the condensate widths \(W\) against the number of constituent particles \(M'\), we obtain in most parts of the \(\beta-\gamma\) plane very good agreement with the predicted values of the exponent \(\alpha\) at a 1% accuracy level.

**Figure 11.16:** Theoretically predicted phase diagram for \(K(x) \sim e^{-x^\beta}\) and \(p(m) \sim e^{-m^\gamma}\), exhibiting condensed phases with point-like, rectangular and parabolic shapes (from left to right). The predicted value of the exponent \(\alpha\) in the scaling law for the condensate extension \(W\) with the number \(M'\) of condensed particles, \(W \sim M'^\alpha\), is indicated by the color code.

Figure 11.17: Numerically determined characteristic condensate shapes for systems of various $\beta$ and $\gamma$ at a condensate volume of about $10^5$ masses. The shapes are formed by rescaling the width and height of all measured condensate sample shapes and only then averaging them. The fill colour inside the condensate shapes encodes the respective measured condensate width while the background colour around the shapes gives the critical density of the system. The shapes in the single-site condensate regime are plotted narrowed to give better distinction to extended shapes.

11.16 Transmuted finite-size scaling at first-order phase transitions

M. Müller, W. Janke, D.A. Johnston

*Department of Mathematics and the Maxwell Institute for Mathematical Sciences, Heriot-Watt University, Edinburgh, UK

First-order phase transitions are ubiquitous in nature. In the limit of infinite system size they are characterized by jumps in the energy and/or order parameter and $\delta$-function like divergences in response functions such as the specific heat. Similarly to critical phenomena, in finite systems these singularities are rounded and shifted. It is well established [1] that the finite-size corrections at a first-order phase transition scale with the inverse system volume, i.e., $1/L^3$ for an $L \times L \times L$ lattice in 3D, with the amplitudes of the correction terms being proportional to $\ln q$, where $q$ denotes the degeneracy of the low-temperature phase. In many standard models such as the $q$-state Potts model, this factor is not particularly important since $q$ is just a constant which does not change with system size.

However, if the degeneracy $q$ of the low-temperature phase depends exponentially on the system size, say $q \propto e^L$, the usual $1/L^3$ would be modified to $1/L^2$. In [2] we noted that one model with precisely this feature is a 3D plaquette (4-spin) interaction Ising model on a cubic lattice where $q = 2^{3L}$ on an $L^3$ lattice [3]. This is a member of a family of so-called gonihedric Ising models [4] whose Hamiltonians contain, in general, nearest, next-to-nearest, and plaquette interactions. These were originally formulated as a lattice discretization of string-theory actions in high-energy physics which depend
Figure 11.18: (a) Best fits using the leading $1/L^2$ scaling behaviour for the gonihedric model. (b) Plot of the goodness-of-fit parameter $Q$ for fits on the extremal locations of the specific heat, $\beta_{C_{\text{max}}}$, and Binder’s energy cumulant, $\beta_{B_{\text{min}}}$, of the original model for different fitting ranges $L_{\text{min}} - L_{\text{max}}$. Large values of $Q$ (green color) indicate acceptable fits. Upper row: Standard $1/L^3$ finite-size scaling ansatz. Lower row: Transmuted $1/L^2$ finite-size scaling.

solely on the extrinsic curvature of the string worldsheet [5].

We used multicanonical simulations of this model to generate high-precision data which indeed provides strong confirmation of the non-standard finite-size scaling law [2, 6], see Fig. 11.18. The dual to the gonihedric model, which is an anisotropically coupled Ashkin-Teller model [7], has a similar degeneracy and also displays the non-standard scaling [2, 6].

Our observation for the gonihedric model and its dual applies generically to any models which have a low-temperature phase degeneracy that depends exponentially on the system size. Examples range from ANNNI models to topological “orbital” models in the context of quantum computing. Numerous other systems, such as the Ising antiferromagnet on a 3D FCC lattice, have an exponentially degenerate number of ground states but a small number of true low-temperature phases. Nonetheless, they do possess an exponentially degenerate number of low-energy excitations so, depending on the nature of the growth of energy barriers with system size, an effective modified scaling could still be seen at a first-order transition for the lattice sizes accessible in typical simulations.

11.17 First-order directional ordering transition in the three-dimensional compass model

M.H. Gerlach, W. Janke

*Institut für Theoretische Physik, Universität zu Köln, Germany

Both the classical and the quantum version of the compass model have recently attracted much interest in the literature. The reason is its connection to interesting quantum phenomena ranging from orbital order in transition metal compounds to topologically protected qbits [1–3]. In three dimensions the classical model is defined by the Hamiltonian

$$\mathcal{H} = J \sum_{i=1}^{N} \left( \sigma_i^x \sigma_{i+\varepsilon_x}^x + \sigma_i^y \sigma_{i+\varepsilon_y}^y + \sigma_i^z \sigma_{i+\varepsilon_z}^z \right),$$

where $\sigma = (\sigma^x, \sigma^y, \sigma^z)$ are three-dimensional unit spin vectors, $e_x$, $e_y$, and $e_z$ are unit vectors in $x$, $y$, and $z$ direction, and $J$ is a coupling constant. Although simple looking at first sight, surprisingly little is known about this model in three dimensions. Most studies so far focused on the two-dimensional analogue which still turned out to be rather hard to study numerically. It was shown to possess rich physics ranging from highly degenerate ground states to quantum phase transitions to an exciting thermal phase transition [4, 5].

In recent analyses of high-temperature series expansions of the three-dimensional quantum model (where the classical spins are replaced by Pauli matrices) it was claimed that this model does not exhibit a phase transition at any finite temperature [6]. This motivated us to consider first the three-dimensional classical model and to investigate whether this model exhibits a phase transition [7]. To this end we employed state-of-the-art Monte Carlo computer simulations using Metropolis, cluster, and parallel tempering (PT) techniques. From our previous studies in two dimensions [5] we knew...
Figure 11.20: Histograms of the directional order parameter $D$ in the three-dimensional compass model with screw-periodic boundary conditions for various lattice sizes $L$.

that employing so-called screw-periodic boundary conditions [8] sketched in Fig. 11.19 considerably improves the finite-size scaling behaviour of this model. As a result we obtained convincing numerical evidence for a phase transition of first-order at the temperature $T_0 = 0.098328 \pm 0.000003$. This value is in good agreement with a brief remark in Ref. [9]. The nature of the phase transition can be read off from the histograms of the directional order parameter $D$ of the model in Fig. 11.20 which exhibit for large lattice sizes $L$ a characteristic double-peak structure. Note the nonmonotonic behaviour as function of lattice size: Initially, the double peak becomes less pronounced until $L \approx 28 - 32$, and only from then on it becomes more pronounced with further increasing $L$. By analyzing the ratio of peak maximum to peak minimum, we arrive at a definitely nonzero, albeit small value for associated interface tension, $\sigma_{od} \approx 3 \times 10^{-4}$.


11.18 Status of our framework for programming Monte Carlo simulation ($\beta$MC)

M. Marenz, J. Zierenberg, W. Janke
Monte Carlo (MC) computer simulations are a very powerful tool for investigating and understanding the thermodynamical behaviour of a wide variety of physical systems. These systems range from such simple ones like the Ising spin model to complex ones like the adsorption properties of proteins on surfaces [1]. In contrast to Molecular Dynamics (MD) simulations, the other important class of algorithm to simulate microscopical systems, MC simulations are not suitable to investigate dynamical properties. On the other hand, the ability of modern MC methods to explore effectively the phase space of physical systems, especially those with a phase transition, makes them a very powerful and indispensable tool.

Another difference to MD simulations is the lack of a widely used program package for generic MC simulations. One reason for this lack is the versatility of modern MC algorithms – there are various different algorithms and many different possibilities to adjust a MC simulation to a specific problem.

This was the starting point for the development of our framework for advanced MC algorithms. The aim of the framework is to enable the programmer to implement specific simulations in an easy and efficient way, without the need to implement all the tricky details for every new problem. The framework is implemented in the C++ programming language and is designed such that it separates basics parts of a MC algorithm in separate building blocks. These building blocks can be used by the programmer to implement a specific simulation.

There are 5 basic building blocks as illustrated in Fig. 11.21: The first one is the “system”, which defines the Hamiltonian and the structure of the physical system. This means that the “system” building block encapsulates the energy calculation and the structure of the considered physical problem. For off-lattice system this block contains a smaller subpart, the “atom” block, which encodes the geometry of the system (e.g., boundary conditions). As systems we have implemented so far different kinds of coarse-grained homopolymers, the Lennard-Jones gas, the TIP4P water model, lattice polymers and the Potts model in different dimensions. On top of the “system” are the last two other building blocks, the “move” and the “MC technique”. A “move” defines a single update proposal, propagating the system from the current state to the next one. Additionally a “constraint” can be added to every “move” in order to simulate efficiently systems with geometrical con finements. The “MC technique” implements the
Monte Carlo algorithm itself. At the moment we have implemented various algorithms such as Metropolis MC, parallel tempering, multicanonical MC, multimagnetic MC and the Wang-Landau MC algorithm. One of the most advanced MC algorithms we have implemented is a parallel version of the multicanonical algorithm [2], see Fig. 11.22.

The boundaries between these blocks are well defined, so that one can easily exchange one of them. For example one can use two different algorithm to simulate a specific system without implementing a completely new program. The framework is already in practical use for different studies, for example the investigation of the influence of bending stiffness on a coarse-grained homopolymer, the influence of a spherical confinement to pseudo-phase transitions of homopolymers, the study of polymer aggregation of several polymers for a large set of parameters (temperature, bending stiffness). Thus the framework is very useful and has let already to the publication of several papers [2–5].


11.19 Application of the parallel multicanonical method to a broad range of problems

J. Zierenberg, M. Wiedenmann, M. Marenz, W. Janke

We applied our recently refined parallel multicanonical method [1] to a broad range of problems and investigated the scaling properties including the Ising spin model, the $q$-state Potts model and bead-spring polymers [2], as well as the lattice gas model [3]. In all cases, we find a close to linear scaling with slope one for up to 128 cores used. This means, that doubling the number of involved processors would reduce the wall-clock time necessary by a factor of two. Moreover, it is a straightforward and simple implementation especially if wrapped around an existing multicanonical simulation.

A detailed analysis of optimized parameters per degree of parallelization for the $q$-state Potts model in the range $q = \{2, 8\}$ suggests that there exists a limit depending on emerging barriers and associated increasing integrated autocorrelation times [1, 2].

For any real-life application, we continue to consider a fixed number of sweeps per multicanonical iteration that is distributed onto the number of cores. This is the only possibility to assess larger or more complicated systems and shows the expected scaling also for first-order transitions like gas condensation in two and three dimensions, see Fig. 11.23 [3]. With this method, we were able to show that in three dimensions lattice gas condensation shows an unexpected deviation from the analytic predictions which may be explained by finite-size effects but needs additional investigations.
Figure 11.23: (a) Lattice gas in the droplet phase as an example for (b) the speedup in a day-to-day application.

Altogether, this demonstrates the broad range of application of this parallel version of multicanonical simulations to problems in hard and soft condensed matter in any parameter that occurs linear in the Hamiltonian (temperature, field, etc.).


11.20 Simulated tempering and magnetizing simulations of the three-state Potts model

T. Nagai*, Y. Okamoto*, W. Janke

*Department of Physics, Graduate School of Science, Nagoya University, Nagoya, Japan

The three-state Potts model in an external magnetic field has several interesting applications in condensed matter physics and serves as an effective model for quantum chromodynamics [1]. When one of the three states per spin is disfavoured in an external (negative) magnetic field (see Fig. 11.24), the other two states exhibit $Z_2$ symmetry and one expects a crossover from Potts to Ising critical behaviour.

To study such a crossover in a two-dimensional parameter space, generalized-ensemble Monte Carlo simulations are a useful tool [2]. Inspired by recent multi-dimensional generalizations of generalized-ensemble algorithms [3], the “Simulated Tempering and Magnetizing” (STM) method has been proposed by two of us and first tested for the classical Ising model in an external magnetic field [4]. In the conventional simulated tempering (ST) scheme [5] the temperature is considered as an additional dynamical variable besides the spin degrees of freedom. The STM method is a generalization to a two-dimensional parameter space where both the temperature and the magnetic field
are treated as additional dynamical variables. Recently we have extended this new simulation method to the two-dimensional three-state Potts model and by this means generated accurate numerical data in the temperature-field plane [6].

Our STM simulations were performed for lattice sizes $L = 5, 10, 20, 40, 80$, and $160$ with the total number of sweeps varying between about $160 \times 10^6$ and $500 \times 10^6$, where a sweep consisted of $N$ single-spin updates with the heat-bath algorithm followed by an update of either the temperature $T$ or the field $h$. By this means one can easily sample a wide range of the two-dimensional parameter space and it is straightforward to compute a two-dimensional map of any thermodynamic quantity that can be expressed in terms of the energy and magnetization. As an example, Fig. 11.25 shows (a) the specific heat and (b) the susceptibility for $L = 80$. We see a line of phase transitions starting at the Potts critical point at $h = 0$, $T_{\text{Potts}}^c = 1 / \ln(1 + \sqrt{3}) = 0.9950$ which approaches for strong negative magnetic fields the Ising model limit with a critical point at $h \to -\infty$, $T_{\text{Ising}}^c = 1 / \ln(1 + \sqrt{2}) = 1.1346$. By means of finite-size scaling analyses we confirmed that along this transition line the critical exponents indeed fall into the Ising universality class [6], as expected. For positive magnetic fields, the phase transition disappears altogether.

Figure 11.25: (a) Specific heat $C/L^2$ and (b) magnetic susceptibility $\chi/L^2$ as functions of $T$ and $h$ for $L = 80$. The solid vertical line at $T = 1.1346$ shows the critical temperature of the Ising model (in 2-state Potts model normalization).

11.21 Finding the bridge between Molecular Dynamics and Monte Carlo simulations

P. Schierz, J. Zierenberg, W. Janke

Molecular Dynamics (MD) and Monte Carlo (MC) simulations are two powerful and widely used tools for the investigation of polymer properties. While MD follows the time evolution of the system by integrating Newton’s equations of motion, MC simulations are based on statistical mechanics.

The starting question was to which extent we can expect the same results for both simulation techniques when we study polymer aggregation. Simulations for a many polymer system showed deviations between the results from multicanonical (MUCA) MC simulations [1] analysed in the NVE ensemble and MD (see Fig. 11.26(a)), where $N$ is the number of polymers, $V$ the volume, and $E$ the total energy.

In order to find the reason for the observed deviations, similar simulations have been performed for a simpler Lennard-Jones gas. It turned out that the assumption that MD samples the NVE ensemble is not entirely correct. The NVE ensemble would allow all momenta for one configuration which are consistent with the given total energy. In MD, however, we have, for a system without boundary conditions, conservation laws for the total momentum $P$ and total angular momentum $J$ which leads to a restriction of the available phase space and therefore to the NVEPJ ensemble [2].

The knowledge of this ensemble allows the attempt to reweight from the MD data in the NVEPJ ensemble to the NVE ensemble. For a single homopolymer, boundary conditions are not necessary since it will remain at the starting point in an MD simulation.
Figure 11.26: (a) Comparison of the energy as function of temperature for 8 polymers with 13 monomers each, simulated with MUCA MC and MD. (b) The energy for a single polymer with 13 monomers simulated by MUCA MC, NVE MC, simple MD, and reweighted MD.

In this case the reweighting technique worked for the whole coil-globule transition, see Fig. 11.26(b). For the Lennard-Jones gas, the boundary conditions are only negligible for the condensed phase with a zero total momentum. As soon as the condensate brakes apart the periodic boundary conditions will break the angular momentum conservation and the NVEPJ ensemble is no longer valid.
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N. Fricke, W. Janke: Self-Avoiding Walks on Strongly Diluted Lattices: Chain-Growth Simulations vs Exact Enumeration, Eur. Phys. J. – Special Topics 216, 175–179 (2013) [Fig. 1 selected for the cover page of this volume]
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W. Janke: Monte Carlo Methods in Classical Statistical Physics, BuildMoNa Module B3 Basic Concepts in Physics, Universität Leipzig, Germany, 12. February 2013
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12.1 Vacuum interaction between topological objects

M. Bordag,

Boundary conditions play an important role in quantum field theory. On the one hand they are generalizations of interactions which are concentrated on a region of higher co-dimensions. On the other hand, boundary conditions appear naturally when considering topological objects, for example boundary conditions can be found in some treatments of quantum field in black hole backgrounds, in the quantum Hall effect, in the physics of graphene etc. An interesting question appears about the vacuum quantum interaction of topological objects. As a first example in a larger project on this topic the vacuum interaction energy of two kinks was calculated. The results were extended to the vacuum interaction of two cosmic strings. Here the problem appears, that the background changes the topology of the space-time, thus providing a long range interaction. As a consequence it is not clear a priori whether the subtraction of the empty space contribution will be sufficient to remove the ultraviolet divergences. This question was investigated in detail by two methods, the heat kernel expansion and a mode sum calculation. Both confirm, after nontrivial compensation, the validity of the subtraction procedure.

12.2 Casimir repulsion in sphere-plate geometry

M. Bordag,

The electromagnetic vacuum energy is considered in the presence of a perfectly conducting plane and a ball with dielectric permittivity $\varepsilon$ and magnetic permeability $\mu$, $\mu \neq 1$. The attention is focused on the Casimir repulsion in this system caused by the magnetic permeability of the sphere. In the case of a perfectly permeable sphere, $\mu = \infty$, the vacuum energy is estimated numerically. The short- and long-distance asymptotes corresponding to the repulsive force and respective low-temperature corrections and high-temperature limits are found for a wide range of $\mu$. The constraints on the Casimir repulsion in this system are discussed. This work was supported by the Heisenberg-Landau program. Within this project one publication resulted.

### 12.3 Deformations of quantum field theories, mathematical structure of low-dimensional quantum field theories, integrable models, QFT on noncommutative spaces


In the project “deformations of quantum field theories” we pursue the question how to obtain models of interacting quantum fields by deformation procedures, sidestepping the problems of quantization and renormalization. In collaboration with J. Schlemmer (Vienna) and Y. Tanimoto (Göttingen), we investigated the equivalence of certain deformation procedures arising in the context of chiral field theories and massless integrable models, respectively. These results provide further evidence to the effect that the symmetric inner functions appearing in the context of Longo-Witten endomorphisms are closely connected to elastic two-particle S-matrices.

Another aspect of this circle of ideas is being developed in collaboration with R. Longo (Rome). Here we start from a field theory and investigate the structure of its half-localized endomorphism subnets arising from subnets of modular localized real subspaces. As in the context of existence proofs for local observables by modular nuclearity, the crucial question is here under which conditions on the underlying inner function compactly localized subspaces are still cyclic.

An extension of the algebraic construction of integrable models on two-dimensional Minkowski space to the case of a general particle spectrum transforming under some global gauge group was given in collaboration with C. Schützenhofer (Vienna). My PhD student S. Alazzawi (Vienna) analyzes the inverse scattering problem in this context, i.e. which two-particle S-matrices arise from local relativistic quantum field theories.

Regarding quantum field theory on noncommutative space(-times), I pursued two different research projects. Together with R. Verch, T. Ludwig, and H. Grosse (Vienna) we established an operator-algebraic version of the Wick rotation for quantum fields on Moyal space(-time) with commuting time. Together with S. Waldmann (Erlangen), there is ongoing research on the formulation of quantum field theories on spacetime manifolds which behave noncommutative only locally. Also the PhD student A. Andersson will be involved in this project.

There is also a project on the structure of thermal equilibrium states of certain deformed quantum field theories. Diploma student A. Huber (Vienna) contributed to this in his thesis, and could show that such models possess a wealth of KMS-functionals. However, the positivity aspects of these functionals, as required for a probability interpretation of the theory, are not settled yet, and are still analyzed in collaboration with J. Schlemmer (Vienna).
12.4 Structure of the gauge orbit space and study of gauge theoretical models

G. Rudolph, Sz. Charzynski*, E. Fuchs H. Grundling†, J. Huebschmann‡, P. Jarvis§, J. Kijowski∗, M. Schmidt

*U Warsaw
†U Sydney
‡U Lille
§U Hobart

The investigation of gauge theories in the Hamiltonian approach on finite lattices with emphasis on the role of nongeneric strata was continued.

As a further step towards a generalization of the results of [1] on stratified Kähler quantization to larger lattices, the defining relations for lattice gauge models with gauge group SU(2) have been derived [2]. E. Fuchs worked on the formulation of stratified Kähler quantization in terms of coherent states.

Based on [3], in collaboration with H. Grundling, the investigation of the structure of the algebra of observables and its representations for specific models of quantum lattice gauge theory in terms of gauge invariant quantities was continued. In [4], the observable algebra for an infinite lattice was constructed.


12.5 Quantum field theory on non-commutative geometries, quantum field theory and cosmology, generally covariant quantum field theory

R. Verch, A. Andersson, z. Avetisyan, T. Ludwig, M. Gransee, B. Eltzner, J. Zschoche

In non-commutative quantum field theory, the relation between the Euclidean and Lorentzian approach is investigated with T. Ludwig, in collaboration with H. Grosse and G. Lechner, with a focus on the non-commutative Wick-rotation. With A. Rennie, A. Andersson and K. van den Dungen, new approaches towards quantum field theory on general non-commutative geometries are being studied.

Recently, some new classes of distinguished states have been proposed in quantum field theory in curved spacetimes. In collaboration with C.J. Fewster it was shown that
such classes of states have problematic properties and cannot be viewed as physically reasonable states in general. In the course of that investigation, it was found that the Hadamard condition for quantum field states on curved spacetime manifolds is necessary for setting up a consistent perturbation theory for interacting quantum fields.

A further line of investigation in quantum field theory in curved spacetime centers around foundational issues in cosmology. This relates to questions of local thermodynamic equilibrium in cosmological spacetimes (M. Gransee), quantization of fluctuations in the early universe (B. Eltzner), and quantum pressure behaviour and the Chaplygin gas (J. Zschoche), and aspects of group representation theory and harmonic analysis on homogeneous spacetime (Z. Avetisyan).
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Statistical Physics

The focus of research in the SPT group is on low-dimensional and mesoscopic interacting systems. These systems are fascinating because on the one hand they allow to study fundamental questions of quantum statistical mechanics, and on the other hand they have a great potential for technological applications. The interplay of a reduced dimensionality with enhanced interaction effects, non-equilibrium physics, and possibly disorder allows the observation of many interesting phenomena, which pose a stimulating challenge for theoretical analysis. The mathematical language used for the description of these systems is quantum field theory, including techniques like functional integrals, renormalization group, instanton calculus, the Keldysh technique for non-equilibrium situations, and the replica method for disordered systems. These analytical tools are supplemented by the use of computer algebra (Mathematica) and numerical calculations (Matlab, Perl, C++). We try to combine the analysis of theoretically interesting problems with relevance to experiments on nanostructures.

Fractional quantum Hall (QH) systems display perhaps the richest and most beautiful physics of all condensed matter systems. They are a prime example for the idea that the whole is more than the sum of its parts, as low lying excitations of a fractional QH fluid carry only a fraction of the electron charge and are thus qualitatively different from the system constituents. Recently, interest in fractional QH physics has been reinvigorated by the prospect that quasiparticles (QPs) of the fractional QH state at filling fraction $5/2$ may be non-abelian anyons, i.e. their braiding may not only give rise to a multiplication of the wave function with a complex phase, but in addition corresponds to a unitary transformation of the highly degenerate ground state. Due to the topological nature of braiding, these unitary transformations are robust against local perturbations and guarantee a high degree of stability of the quantum weave of braids, lending it to the construction of topological quantum bits. Future research in this field will concentrate on both the analysis of qualitative properties of topologically ordered systems and the description of experimentally relevant consequences in nanostructured systems.

Similarly to the edge states of QH systems, in single channel nanowires interactions strongly modify the dynamics of electrons. In the presence of strong spin-orbit coupling and in proximity to a superconductor, nanowires can support a topologically ordered state suitable for the formation of topological quantum bits. In multimode nanowires, a quantum phase transition between superconductor and diffusive metal can occur, which is tuned by an external magnetic field and is experimentally realized in niobium
and molybdenum-germanium systems. Comparatively small changes in the external magnetic field can give rise to a large change in conductivity. Quantum mechanical fluctuations of the superconducting phase can restore part of the density of states, which is reduced due to scattering of electrons off the superconducting order parameter.

B. Rosenow

13.1 Surface states and local spin susceptibility in doped three-dimensional topological insulators with odd-parity superconducting pairing symmetry

B. Zocher, B. Rosenow

Topological insulators are time-reversal-invariant systems with gapped bulk and protected massless Dirac modes at the surface. Semiconductors like the bismuth chalcogenides with strong spin-orbit coupling and a Fermi surface centered at the time-reversal-invariant momentum are of particular interest because of their single helical Dirac cone at the surface. Copper-doped Bi$_2$Se$_3$ is an unconventional superconductor (SC) [1] with non-trivial surface states and a band structure similar to that of Bi$_2$Se$_3$ but with shifted chemical potential. By now, the surface states in Cu$_x$Bi$_2$Se$_3$ have been probed by photoemission [1] and point contact spectroscopy [2]. However, the question about the pairing symmetry of Cu$_x$Bi$_2$Se$_3$ cannot be clearly answered from point contact spectroscopy at the moment, and results obtained by complementary experimental techniques are desirable. Magnetic resonance methods are another class of powerful techniques to investigate the electronic properties locally. The Knight shift for example is determined.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13_1.png}
\caption{(a) Quasiparticle excitation spectrum and (b) local density of states of the three-dimensional topological superconductor. The surface is characterized by subgap Andreev states which decay exponentially into the bulk. The Andreev states for $k \approx 0$ originate from the odd-parity pairing while the states for $k \approx 0.14 \, \text{Å}^{-1}$ originate from the band inversion of the topological insulator.}
\end{figure}
by the static spin susceptibility $K \sim \chi_s(q = 0, \omega = 0)$, which is directly connected to the spin structure of the SC pairing. In conventional $s$-wave SCs with spin-singlet pairing, the Knight shift is significantly reduced and vanishes for $T = 0$ because spins pair up and longitudinal spin excitations cost the pair-breaking energy $2\Delta$. However, in SCs with strong spin-orbit coupling the spin susceptibility is suppressed as compared to the normal state but does not vanish for $T = 0$ due to coupling between up and down spins. We study characteristic features in the spin response of odd-parity pairing in doped topological insulators and predict clear signatures for magnetic resonance techniques.

Strong spin-orbit-coupled bands favor an odd-parity interorbital unequal-spin pairing. To gain insight into its topological non-trivial nature, we map this pairing symmetry onto the conduction band of the topological insulator, which yields an effective time-reversal invariant $p \pm ip$ pairing in three dimensions. Because of this topology, there is a pair of Majorana zero-energy modes located at each surface and protected by time-reversal symmetry. Additionally there are unconventional surface states [1] originating from the band inversion. The coexistence of the different modes gives rise to two characteristic length scales. The Dirac modes decay on the nm scale $\xi_0$ whereas the decay length $\xi_1$ for the Majorana modes is hundreds of nm. Hence, the local spin susceptibility shows different characteristic behavior in the bulk, at the surface, and within $\xi_1$ into the bulk.


13.2 Many-flavor Phase Diagram of the (2+1)d Gross-Neveu Model at Finite Temperature

D.D. Scherer, J. Braun,* H. Gies†

*Institut für Kernphysik (Theoriezentrum), Technische Universität Darmstadt, Germany
†Theoretisch-Physikalisches Institut, Friedrich-Schiller-Universität Jena, Germany

The Gross-Neveu model [1] in $(2+1)$-dimensions exemplifies many of the intriguing properties of interacting Dirac fermions. From a theory perspective, it is an ideal laboratory to study the interplay of $N$ flavors of massless fermions with dynamically generated collective excitations and the interaction driven mechanism of dynamical mass generation. From the viewpoint of applications, the study of effective low-energy quantum field theories of low-dimensional Dirac fermions has experienced a recent revival in the context of planar condensed-matter systems like graphene [2] (with $N = 2$) or the surface states of $3D$ topological insulators [3] ($N = 1$ or odd integer). The chiral Gross-Neveu model exhibits a quantum phase transition to a phase of broken discrete chiral symmetry as a function of the fermionic interaction strength. Despite being perturbatively non-renormalizable, it provides a paradigmatic example for an ultraviolet complete theory due to the existence of an interacting non-Gaussian renormalization group fixed point, intimately related to chiral symmetry breaking. Yet, many other low-dimensional fermionic systems develop interesting features or even phase transitions
as a function of fermionic flavors $N$. For instance, convincing evidence has been collected for the fact that the $(2+1)$-dimensional Thirring model features chiral symmetry breaking only for flavor numbers below a critical value $N < N_{cr}$. A similar behavior is observed in QED3. The occurrence of a critical flavor number in these models arises from a competition between symmetry stabilizing and destabilizing fluctuations. In this respect, the $(2+1)$-dimensional Gross-Neveu model behaves less dramatically as a function of $N$. Qualitatively, this can be understood from the fact that only one relevant bosonic degree of freedom corresponding to a “radial” $Z_2$ mode cannot counterbalance the destabilizing fermion fluctuations at strong coupling. Still, the Gross-Neveu model is not completely structureless as a function of flavor number.

In Ref. [4], we study the finite-temperature phase diagram of the $(2+1)$-dimensional Gross-Neveu model within the framework of the functional renormalization group (fRG), see Fig. 13.2. In addition to the phase boundary, $T_{cr}(N)$, we particularly focused on the flavor-number dependence of the phase-diagram regions of (i) local order, (ii) the Ginzburg critical region and (iii) the classical region, all of which correspond to beyond-mean-field or finite-$N$ phenomena. The non-analytic jump of the critical exponents from $2d$ Ising to mean field at $N \to \infty$ is realized by the size of the Ginzburg critical region vanishing with $1/N^x$. Our result $x \approx 1$ is in accordance with other investigations in the literature [5].

13.3 Cancellation of quantum anomalies and bosonization of three-dimensional time-reversal symmetric topological insulators

H.-G. Zirnstein, B. Rosenow

Topological insulators [1, 2] are electronic materials that are insulating in the bulk, but feature conducting surface states which are protected against smooth perturbations, as long as these perturbations preserve certain symmetries. For instance, a time-reversal symmetric topological insulator will have conducting surface states even when the crystal structure is deformed or disorder is introduced, as these types of perturbations preserve time-reversal symmetry. However, applying a magnetic field breaks time-reversal symmetry and can introduce a band gap on the surface.

The robustness of surface states is explained by a topological classification of bulk materials. Two insulators are called topologically equivalent if one Hamiltonian can be smoothly deformed into the other without closing the band gap in the bulk. Moreover, the deformation is required to respect certain symmetries, like time-reversal symmetry. It has only recently been realized (see Ref. [1, 2]) that there are materials which are not topologically equivalent, i.e. which cannot be deformed into each other without going through a conducting phase. However, putting two such materials in close proximity is tantamount to interpolating from one material to the other across the interface, which means that the interface must host a conducting electron state. Moreover, smooth perturbations will not change the equivalence classes of the participating materials, and the gapless surface state is robust.

In Ref. [3], we consider the strong time-reversal symmetric topological insulator in three space dimensions, whose gapless surface states take the form of massless Dirac fermions. We study these surface states with the method of bosonization, and find that the resulting bosonic theory has a topological contribution due to a quantum anomaly of the surface Dirac fermions. In quantum field theory, the notion of a quantum anomaly refers to the phenomenon that symmetries, such as charge conservation or time-reversal symmetry, may be present in the classical Lagrangian, but are lost once the theory is quantized. We argue that the presence of a quantum anomaly is, in fact, the main reason for the existence of a surface state, by the principle that anomalies of surface and bulk must cancel. This is another way to look at the classification of topological insulators: the quantum theory of the bulk unexpectedly breaks the symmetries involved, and an additional surface state is required to make the theory well-defined. Inspecting other classes of topological insulators, we argue that this principle holds in general.

Moving beyond purely topological considerations, we also incorporate the dynamics of the surface electron states into the bosonic theory. Additionally, we discuss the thermodynamics of the bosonic theory and propose a representation of the surface Dirac fermions in terms of the bosonic fields.
13.4 Robustness of Topological Order in Semiconductor-Superconductor Nanowires in the Coulomb Blockade Regime

B. Zocher, M. Horsdal, B. Rosenow

Topological phases are quantum phases which cannot be described by a local order parameter. One characteristic property of topological phases is the dependence of the ground-state degeneracy on the topology of the manifold on which the system is defined [1]. Of particular interest are topological superconductors, which have been predicted to host Majorana bound states [2]. The $p_x + ip_y$ superconductor (SC) for spinless fermions is a prototype system for topological SCs. Depending on the chemical potential, the ground state of the $p_x + ip_y$ SC is realized by the weak or the strong pairing phase, which can be distinguished topologically. In particular, the grand canonical ground state of the weak pairing phase on the torus depends on boundary conditions (BCs) for each of the two primitive directions. Here, the ground state with only periodic BCs is special and shows an odd parity, while the three ground states with at least one antiperiodic BC are characterized by an even parity. In contrast, the strong pairing phase and also the ordinary $s$-wave SC on the torus possess a fourfold degenerate even parity ground state. In Ref. [4], we have considered a quasi one-dimensional ring

![Figure 13.3](image)

**Figure 13.3:** Lowest excitation energy for a ring-shaped nanowire as function of magnetic flux and for different variances of the electrostatic disorder potential. The curves represent the average over 50 random disorder configurations.

shaped SC nanowire and demonstrate that essential aspects of the above described topological degeneracy on the torus carry over to this simpler geometry. We focus on a
regime in which the quasiparticle gap $\Delta$ is larger than the single-particle level spacing $d$. In the Coulomb blockade regime, the total particle number and hence the parity of the SC nanowire are fixed by the charging energy $E_c > \Delta$ and the degeneracy of grand canonical ground states is reflected in the excitation energies, which can be observed in nonlinear Coulomb blockade transport. The lowest excited state above the ground state of a trivial SC with even parity involves two quasiparticles (QPs) and thus breaks a Cooper pair, incurring an excitation energy $\delta E \approx 2\Delta$, which is essentially independent of magnetic flux [3]. In contrast, the ground state for odd parity always has one QP, and hence the lowest excited state involves both annihilating and creating a QP which costs the excitation energy $d^2/\Delta \ll 2\Delta$. For nontrivial topological SCs the situation is very different. Here, ground states without unpaired particles at the Fermi energy have odd parity for periodic BC, and even parity for anti-periodic BC. Therefore, the excitation energy oscillates between $d^2/\Delta$ and $2\Delta$ as function of magnetic flux with period $h/e$ which is doubled as compared to the case of a trivial SC, see Fig. 13.3. This connection between the ground-state degeneracy on manifolds with nonzero genus and the $h/e$ flux periodicity of ring structures demonstrates that these properties are a general consequence of topological order and that nonlinear Coulomb blockade transport is a suitable tool to investigate topological order.


13.5 Modulation of Majorana induced current cross-correlations by quantum dots

B. Zocher, B. Rosenow

Majorana bound states (MBSs) are zero-energy fermionic states which are their own anti-particles. Since quasiparticles in superconductors (SCs) are always superpositions of electron and hole components, the Majorana criterion can be realized in a peculiar way: a zero-energy quasiparticle in a SC has equal contributions from electrons and holes, and hence an exchange of electron and hole components leaves the quasiparticle invariant.

Recent experiments reported evidence of MBSs as end states in semiconductor-superconductor nanowires [1]. A possible probe for the nonlocal nature of MBSs is crossed Andreev reflection (CAR), the conversion of an incoming electron into an outgoing hole in a different lead, in contrast to local Andreev reflection, where electron and hole reside in the same lead. It has been shown theoretically that at sufficiently low voltages, CAR by the pair of MBS dominates transport [2]. However, for large voltages resonant tunneling of electrons and holes gives rise to negative cross-correlations, and the total crossed noise vanishes. In Ref. [4], we have focused on the physics of coupling a pair of MBSs to leads via quantum dots in the Coulomb blockade regime, see Fig. 13.4 (a). Due to the finite wire length, the MBSs are tunnel coupled to each
other and have an energy splitting $\epsilon_M \sim \Delta \exp(-L/\xi_{SM})$, where $\xi_{SM}$ is the coherence length in the semiconductor. Whenever one of the dots is aligned with the chemical potential of the superconductor, an MBS forms on that dot at exactly zero energy, even for $\epsilon_M$ finite. Hence, the MBSs at the ends of the wire are effectively uncoupled, and no CAR can be observed. When tuning the dots away from the chemical potential of the superconductor, the coupling between MBSs is restored. In addition, negative cross-correlations due to resonant tunneling are suppressed, and CAR becomes visible in positive current cross-correlations. Thus, the crossed current correlator provides a clear signature of non-local transport through a pair of MBSs in the form of a four-leaf clover feature as a function of $\epsilon_L$ and $\epsilon_R$, see Fig. 13.4 (b). These findings are in excellent agreement with results for a microscopic model of a spinless $p$-wave SC, persist in a more realistic model with several transverse channels, and are robust against addition of disorder.


### 13.6 Shot Noise Signatures of Charges Fractionalization in the $\nu=2$ Quantum Hall edge

M. Milletari, B. Rosenow

In contrast to three spatial dimensions, where excitations of an interacting many particle system often carry the same quantum numbers as in the non-interacting case, interactions in 1d systems completely change the character of the excitation spectrum. A
prototype model for this physics is the Luttinger model, where electrons are no longer well defined quasi-particles, and where electronic excitations decompose into spin and charge parts moving with different velocities [1]. An important example of 1d electronic systems are the edge states of incompressible quantum Hall (QH) liquids, where the external magnetic field forces the excitations to be chiral (i.e. propagating only in one direction). In QH liquids at fractional filling fractions, due to strong interactions, elementary excitations carry a fractional charge that manifests itself in shot noise [2–4]. This fractional charge is universal and it is related to some topological invariants of the bulk state.

In our work [5] we have considered a QH state at integer filling fraction $\nu = 2$, whose edge dynamics is described in terms of two chiral edge modes co-propagating at different velocities $v_1$ and $v_2$. In the presence of a short range interaction $v_{12}$ between them, a pulse of charge $e$ injected into edge mode one at a first quantum point contact (QPC1) decomposes into a charge pulse and a neutral pulse, Fig. 13.5 (a).

In the charge pulse, a charge $e^*$ travels on mode two and $e_+$ on mode one. In the neutral pulse, there is a charge $-e^*$ on mode two and a charge $e_-$ on mode one. In this way, by exciting edge channel one via a partially transmitting QPC1 (see Fig. 13.5 (b), high frequency charge noise is generated on edge mode two [6]). At QPC2, allowing for partial transmission of channel two, both charges $\pm e^*$ traveling within the charge (neutral) pulse give rise to low frequency shot noise with a Fano factor $F = e^*/e$. The non triviality of this measurement consists in the fact that the shot-noise is measured in the charge neutral channel 2. As opposed to the QH state at fractional filling fraction, the value of the fractional charge is not universal but instead depends on the specifics of the inter-mode interaction and the non-equilibrium nature of the state. Using the method of non-equilibrium bosonization [7, 8] within a quantum-quench model [9], we compute the shot noise at QPC2 in the asymptotic limit with particular emphasis on

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig13_5.png}
\caption{(a) Charge Fractionalization in a $\nu = 2$ QH state. A charge pulse initially injected in edge mode 1 separates in a neutral (green) and charge (red) mode as a result of inter-channel interactions. The quasiparticles on edge mode 2 have charges $e^* = \sin 2\theta/2$ (where $\tan 2\theta = v_{12}/(v_1 - v_2)$ parametrizes the strength of interactions), while quasi particles on edge mode 1 have charges $e_{\pm} = e/2 \pm \sqrt{e^2/4 - (e^*)^2}$. (b) Sketch of a $\nu = 2$ Hall bar with a QPC1, where inner modes (“2”, light blue) are fully reflected, while partial transmission of outer modes (“1”, black) is possible. At QPC2, the opposite situation is realized. The shaded area is the interaction region, where partial energy relaxation takes place. The upper edge is biased with voltage $V$ at contact 1, current noise is measured at contact 3.}
\end{figure}
its dependence on the strength of the interaction between the edge modes. Our results are in quantitative agreement with recent experimental results [10].


13.7 Superfluid Stiffness of a Driven Dissipative Condensate with Disorder

A. Janot, T. Hyart,† P.R. Eastham,‡ B. Rosenow

‡Instituut-Lorentz, Universiteit Leiden, Netherlands
‡School of Physics and CRANN, Trinity College, Dublin, Ireland

Perhaps the most spectacular manifestation of Bose-Einstein condensation, and its associated macroscopic quantum coherence, is superfluidity. Observations of macroscopic quantum coherence in driven systems, e.g. polariton condensates [1], have strongly stimulated experimental as well as theoretical efforts during the last decade. However, unlike the constituents of conventional condensates, such as cold atoms, polaritons have a finite lifetime. Thus, the polariton condensate is a non-equilibrium steady-state, in which the losses are compensated by particles flowing in from an external source. This leads to the interesting possibility of new universal behavior, different from that found in equilibrium [2]. Many similarities, nonetheless, appear to remain, at least in the absence of disorder: perturbatively, the forms of the correlation functions are the same as in equilibrium [3] (long-range order in three dimensions, and quasi-long-range order in two); superfluidity is predicted to survive [4] \((d \geq 2)\); and the static behavior, in three dimensions, involves the standard \(\mathrm{O}(2)\) critical exponents [2]. A new dynamical critical exponent has, however, been discovered [2]. We addressed the question of whether a driven quantum condensate is a superfluid, allowing for the effects of disorder and its non-equilibrium nature [5]. We predicted that for spatial dimensions \(d < 4\) the superfluid stiffness vanishes once the condensate exceeds a critical size, and treated in detail the case \(d = 2\). Thus a two-dimensional driven condensate is not formally a superfluid, except for zero disorder, although superfluid behavior would persist below a critical length scale. We identified this length scale labeled by \(L_s\), and the mechanism responsible for the destruction of superfluidity [5]. To this end we employed an effective Gross-Pitaevskii equation with disorder (disorder strength \(\kappa\)) as well as gain and loss term controlled by the parameter \(\alpha\). We found that the length scale
Figure 13.6: (a) The numerically calculated stiffness $f_s$ shows an exponential decay with increasing ratio $L^2/L_s^2$ (inset: log plot of exponential tail). The superfluid depletion length is given by $L_s \sim 1/\alpha^2 \kappa$ where $\alpha$ encodes the non-equilibrium nature of the condensate and $\kappa$ is an effective disorder strength. $L$ is the system size. Points are shown for $L = 64$ and $96$; $\alpha = 0.9, 1$ and $1.2$. For each data point we simulated up to 1320 disorder realizations. (b) The condensate phase response due to a phase twist $\theta$ along $x$, in a typical disorder realization, exhibits a formation of a domain wall. Parameters used are $\alpha = 0.5, \kappa = 0.5, \theta = 1$.

at which superfluidity is lost decreases with increasing disorder and non-equilibrium nature, namely $L_s \sim 1/\alpha^2 \kappa$. In Fig. 13.6 (a) the behaviour of the superfluid stiffness as function of condensate size over $L_s$ is shown. For a disordered driven condensate we have observed that the condensate-phase response to an external perturbation is localized in a domain wall, cf. Fig. 13.6 (b). This reveals the responsible mechanism for the destruction of a rigid response.

As $L_s$ decreases when moving away from equilibrium or the clean limit, our work shows that the universal properties of driven condensates are completely different from those of equilibrium ones, if there is any static disorder. These predictions could be tested by measuring the phase profiles and emission frequency of a polariton condensate in the presence of an imposed phase twist.


13.8 Coherent tunnelling across a quantum point contact in the quantum Hall regime

F. Martins,* S. Faniel,†‡ B. Rosenow, H. Sellier,‡ S. Huant,‡ M.G. Pala,§ L. Desplanque,¶ X. Wallart,¶ V. Bayot,*‡ B. Hackens*
The unique properties of quantum Hall devices arise from the ideal one-dimensional edge states that form in a two-dimensional electron system at high magnetic field. Tunneling between edge states across a quantum point contact (QPC) has already revealed rich physics, like fractionally charged excitations, or chiral Luttinger liquid. Thanks to scanning gate microscopy, we show that a single QPC can turn into an interferometer for specific potential landscapes. Spectroscopy, magnetic field and temperature dependences of electron transport reveal a quantitatively consistent interferometric behavior of the studied QPC. To explain this unexpected behavior, we put forward a new model which relies on the presence of a quantum Hall island at the centre of the constriction as well as on different tunneling paths surrounding the island, thereby creating a new type of interferometer. This work sets the ground for new device concepts based on coherent tunneling.

Figure 13.7: Evidence for coherent transport in spectroscopy. (a) $dR/dV_{\text{tip}}$ as a function of the dc component of $V_{\text{tip}}$ and $V_{\text{bias}}$ at $B = 9.5$ T and $T = 100$ mK. Voltage modulation of $V_{\text{tip}}$ was set to 50 mV. (b) 2D fit of $dR/dV_{\text{tip}}$. (c-d) Transresistance vs $V_{\text{bias}}$ taken along the red (c) and blue (d) dashed lines in (a-b). The circles correspond to the experimental data and the continuous lines to the fit.
We examine an unexplored regime of transport across a QPC where QH edge states are weakly coupled, but phase coherence is preserved [1]. The SGM tip is used as a nanogate to tune the potential landscape and hence edge states’ pattern and coupling. At first sight, one expects that transport should be driven by tunnelling, and possibly by Coulomb blockade if a quantum Hall island were mediating transport between edge states. Indeed, SGM and magnetoresistance data corroborate with Coulomb blockade across a QHI located near the saddle point of the QPC. However, temperature dependence and scanning gate spectroscopy show clear signatures of quantum interferences. Instead of Coulomb diamonds, the spectroscopy displays a checkerboard pattern of maxima and minima, indicating that both $V_{\text{tip}}$ and $V_{\text{bias}}$ tune the interference of transiting electrons. Each bias independently adds a phase shift between interfering paths, so that the transresistance is modulated by a product of cosines and an exponential term accounting for a voltage-dependent dephasing induced by electrons injected at an energy $eV_{\text{bias}}$.


13.9 Backscattering Between Helical Edge States via Dynamic Nuclear Polarization

A. Del Maestro,∗ T. Hyart, B. Rosenow

∗Department of Physics, University of Vermont, Burlington, USA

We show that the non-equilibrium spin polarization of one dimensional helical edge states at the boundary of a two dimensional topological insulator can dynamically induce a polarization of nuclei via the hyperfine interaction. When combined with a spatially inhomogeneous Rashba coupling, the steady state polarization of the nuclei produces backscattering between the topologically protected edge states leading to a reduction in the conductance which persists to zero temperature. We study these effects in both short and long edges, uncovering deviations from Ohmic transport at finite temperature and a current noise spectrum which may hold the fingerprints for experimental verification of the backscattering mechanism [1].

We discuss the influence of dynamically polarized nuclear spins on the conductance of QSH edge channels depicted in Fig. 13.8. We argue that flip-flop scattering between electronic and nuclear spins creates a dynamic nuclear polarization, similar to behavior seen when helical edge states are coupled to a general spin bath. The nuclear polarization has the same effect as an external Zeeman field and gives rise to backscattering between helical edge states. The magnitude of the nuclear spin polarization is determined by the ratio of bias voltage and temperature. Thus, for a long edge of length $L \gg ℓ$, the local temperature profile governed by a balance between Joule heating and electronic heat transport determines the conductance. We find a non-linear current-voltage characteristic at finite temperature and a peculiar relation between applied voltage and noise power, which together with hysteresis in the current-voltage characteristic are signatures of backscattering due to a dynamic nuclear polarization. Importantly, this
Figure 13.8: Quantum spin Hall edge states dynamically polarize nuclear spins via a hyperfine interaction. Although the edge states are drawn as sharp lines, their wavefunctions may overlap a large number of nuclei. Only one edge is shown, but there is an equivalent and independent transport channel at the opposite edge, where the spin polarizations are reversed.

mechanism stays effective in the low-temperature limit, similar to spin-flip scattering in $\nu = 2$ quantum Hall edges.
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Theory of Condensed Matter

14.1 Introduction

Major research topics of our groups include nonequilibrium phenomena and pattern formation in systems of various nature, e.g. in soft condensed matter and in biological systems. Modern analytic methods of statistical physics and computer simulations complement and stimulate each other. Cooperations with mathematicians, theoretical and experimental physicists, biologists and medical researchers in Germany, Europe and around the world are well established. Specifically we are interested in the following problems.

Stochastics and pattern formation (Behn). Noise induced phenomena like nonequilibrium phase transitions are studied with analytical and computational methods in stochastically driven nonlinear systems with many degrees of freedom. Methods of nonlinear dynamics and statistical physics are used to formulate and investigate mathematical models of the adaptive immune system. We describe the random evolution of idiotypic networks of the B-lymphocyte subsystem, and investigate the regulation of balance in the T-lymphocyte subsystem in allergy and during immunotherapy (cooperation with G. Metzner, Clinical Immunology).

Non-equilibrium dynamics in soft-condensed-matter systems (Kroy). Much of what we do can be summarized as Soft Mesoscopics, the study of of emerging properties in soft and biological matter. Studied phenomena range from desert dunes and ripples spontaneously developing as a generic consequence of aeolian sand transport, through non-equilibrium dynamics of hot nanoparticles, proteins and polymers, the viscoelastic and inelastic mechanics of the cytoskeleton, to the tension propagation in single DNA molecules under strong external fields. (Related experimental work is currently in progress at EXP1: MON, MOP, PWM.) A common theme is the presence of strong fluctuations and stochastic dynamics on the microscale. The emergence of the mesoscopic structure and transport is to be understood. The applied methods comprise a broad statistical mechanics toolbox including stochastic (integro-)differential equations, liquid-state theories, effective hydrodynamic equations, various systematic coarse-graining techniques, and massively parallel numerical simulations on GPUs.

Ulrich Behn, Klaus Kroy
14.2 Stochastic Phenomena in Systems with Many Degrees of Freedom

U. Behn, R. Kürsten, H. Stage

"The University of Manchester, School of Physics and Astronomy, RISE intern

Arrays of coupled nonlinear dynamical systems driven by multiplicative or additive noise show close analogies to phase transitions in equilibrium [1]. Concepts such as ergodicity breaking, order parameter, critical behaviour, critical exponents etc. developed to describe equilibrium phase transitions can be transferred to noise induced nonequilibrium phase transitions.

For an infinite array of globally coupled overdamped anharmonic oscillators subject to additive Gaussian white noise [2], a mean-field like description is exact. In the stationary state, the mean field is determined by the stable fixed points of a self-consistency map [3].

We have proved the existence of a well-behaved critical manifold in the parameter space which separates a symmetric phase from a symmetry broken phase. Given two of the system parameters there is an unique critical value of the third. We show that the critical control parameter $a_c$ is bounded by its limit values for weak and for strong noise. In these limits the mechanism of symmetry breaking differs. For weak noise the distribution is almost Gaussian and the symmetry is broken as the whole distribution is shifted in either the positive or the negative direction. For strong noise there is a symmetric double-peak distribution and the symmetry is broken as the weights of the peaks become different [5]. The qualitative behavior is the same for higher order saturation terms. Also in these cases, the critical point can be calculated for strong and for weak noise, and the limits are bounds for the critical point.

Introducing in the Langevin equation an additional, competing nonlinearity leads to richer behavior. Then the parameter space divides in three regions, a region with a symmetric phase, a region with a phase of broken symmetry, and a region where both phases coexist, cf. Fig. 14.1. The region of coexistence collapses into one of the others via a discontinuous phase transition whereas the transition between the symmetric phase and the phase of broken symmetry is continuous. We find optimal bounds also for the tricritical point where the three regions intersect which are assumed in the limits of weak and of strong noise.

During her internship, Helena Stage (a RISE intern mentored by Rüdiger Kürsten) elaborated on a simulation method for nonlinear stochastic differential equations, proposed in [4], to sample probability densities also in sparsely visited regions of the support.

Figure 14.1: Phase diagram for a model with two competing nonlinearities, a cubic term and a quintic saturation term. The parameter plane is spanned by the main control parameter, the coefficient of the linear term $a$, and the coefficient of the cubic term $b$. The diagram shows a region of a symmetric phase, a region with a phase of broken symmetry, and a region where both phases coexist. The inserts show schematically the probability densities in the respective cases. The strength of the global coupling is $D = 1$, the strength of the noise is $\sigma = 1$. Figure by R. Kürsten.

14.3 Randomly Evolving Idiotypic Networks

U. Behn, N. Preuß, H. Schmidtchen, R. Schulz

The paradigm of idiotypic networks conceptualized a few decades ago by Niels Jerne [1] finds today a renewed interest mainly from the side of systems biology and from clinical research, cf. the recent reviews with focus on modeling [2], and on biological concepts and clinical applications [3].

We have considered the problem of self tolerance in the frame of a minimalistic model of the idiotypic network [4]. A node of this network represents a clone of B lymphocytes of the same idiotype which is encoded by a bit string. The links of the network connect nodes with (nearly) complementary strings. The population of a node survives if the number of occupied neighbours is not too small and not too large. There is an influx of lymphocytes with random idiotype from the bone marrow. Previous investigations have shown that this system evolves toward highly organized architectures, where the nodes can be classified into groups according to their statistical properties. The most interesting architecture, found in a certain regime of parameters, consists of a connected part (densely linked core groups and a hereto linked periphery), a hereof disconnected part (singletons), and groups of suppressed clones (stable holes). The building principles of these architectures can be analytically described [5] and the statistical results of simulations agree very well with results of a modular mean-field theory [6].
We performed simulations for the case that one or several nodes, playing the role of self, are permanently occupied. These self nodes influence their linked neighbours, the autoreactive clones, but are themselves not affected by idiotypic interactions. We observe that the group structure of the architecture is very similar to the case without self antigen, but organized such that the neighbours of the self are only weakly occupied, thus providing self tolerance, cf. Fig. 14.2. We also treated this situation in an adapted modular mean-field theory [7] which give results in good agreement with data from simulation. The model supports the view that autoreactive clones which naturally occur also in healthy organisms are controlled by anti-idiotypic interactions, and could be helpful to understand network aspects of autoimmune disorders [8].

![Diagram of 12-group architecture with self](image)

**Figure 14.2:** 12-group architecture with self. The lines indicate the existence of links between nodes of the connected groups. (A) We permanently occupy one of the hole groups, group 10 (cyan), thus mimicking the permanent presence of self. This state is not favourable since the self couples to singletons and periphery which have a high occupation. (B) Letting the thus prepared system evolve, it soon reaches a new steady state, still a 12-group architecture, but organized such that the self now belongs to the singletons and thus couples only to the almost empty stable holes. The self-recognizing idiotypes are controlled by the network, thus providing self tolerance. Figure from [8].

14.4 T Cell Regulation and Immunotherapy

U. Behn, T. Lenich, G. Metzner∗

∗Institute of Clinical Immunology, University Leipzig

T helper cells play a significant role in immune responses to allergenic substances. There are several subtypes which differ in function according to their cytokine profiles. Immunologists distinguish four major lineages: Th1, Th2, Th17 and regulatory T cells (Treg). Among these, mainly specific Th2 cells are responsible for allergic reactions since they activate the production of IgE antibodies which provoke the well-known allergic symptoms. Allergen-specific immunotherapy consists of repeated injections of allergens aiming to induce a state of tolerance in the allergic individual. Specific immunotherapy has been carried out for more than one century based entirely on empirical grounds.

We previously have developed a mathematical model describing the nonlinear dynamics of Tregs, naive T helper cells, Th1 and Th2 subsets, and their major cytokines [1]. Administration of allergen according to empirical protocols is targeting the model from an allegic state with a prevalence of Th2 cells to a tolerant state, where a prevalent Treg population keeps both Th2 and Th1 cells low. The complexity of the model is reduced by investigating a stroboscopic map describing the maintenance phase of the therapy. One of the stable fixed points of this map describes the state after a successful therapy.

There is a number of other diseases where the T-cell balance is skewed which could be treated by inducing Tregs due to oral administration of antigen [2]. In this context it is of interest to develop in the frame of our model protocols which target the system into a favourable region of the state space. In his study Tobias Lenich found, applying an intelligent trial and error strategy, protocols which direct the system into the basin of attraction of the Th1-dominated fixed point of the stroboscopic map [3].


14.5 Melting of Pectin Gels

A. Kramer, R.R.R. Vincent∗, B.W. Mansel†, K. Kroy, M.A.K. Williams‡

∗University of Barcelona, Institute for Bioengineering of Catalonia, Spain
†Massey University, Institute of Fundamental Sciences, New Zealand
‡Massey University, Institute for Fundamental Sciences, New Zealand

Pectin is a polysaccharide of the plant cell wall that is thought to be a crucial player in the control of its mechanical functionality. We have analyzed the slow dynamics and linear and nonlinear viscoelasticity of pectin gels as a function of temperature, using various (micro-)rheological techniques and theory [1]. The nonlinear mechanical
response is found to be much more sensitive to temperature changes than the linear response, a property that is also observed in F-actin networks [2].

The temperature effects observed for pectin gels can be accounted for by the glassy wormlike chain (GWLC) model of self-assembled semiflexible filaments with some additional assumptions. Whereas the temperature effects observed in the linear response can be explained by assuming that the solvent viscosity decreases with temperature according to the Vogel-Fulcher equation, for nonlinear measurements structural properties of the network become more important.

Pronounced temperature effects were also observed for microtubules [3] and cells [4], the explanation of which is a focus of further investigations.


14.6 DNA Tension Dynamics


∗Cavendish Laboratory, University of Cambridge, UK

The experimental investigation of biomolecules through single molecule manipulation techniques often relies on DNA or other semiflexible polymers as mechanically well-characterized, readily available linkers that easily bind both to other biological molecules and man-made structures. Whereas the strongly nonlinear stretching behaviour [1] of semiflexible polymers is routinely taken into account [2], the anomalously large friction that may be generated through internal polymer dynamics [3] has so far not been considered, although it may become a relevant factor for the analysis of high-speed force spectroscopy assays. In cooperation with experimentalists from the University of Cambridge, we provide measurements of, and a theoretical description for, the apparent relaxation timescale of a retracting “DNA handle” held on one end by an optical trap [4]. We obtain a semi-empirical formula for the effective relaxation timescale that should hold for all values of polymer length, polymer stiffness, solvent viscosity or trap strength and may be used as a convenient tool for the rational design of high-speed dynamic force spectroscopy setups.

Figure 14.3: Force relaxation within optically trapped DNA. Although the overall friction coefficient of DNA scales linearly in its extension and is thus largest in a hypothetical scenario where bead and DNA relax towards the trap center as a single rigid object (dotted line), the experimentally observed force relaxation is severalfold slower, a discrepancy that can be explained theoretically by taking into account dynamic contraction effects (solid line).

14.7 Rapid Force Spectroscopy

K. Kroy, J.T. Bullerjahn, S. Sturm

Dynamic force spectroscopy is a well-established technique that allows the experimentalist to determine the free energy landscape of single molecules by probing their rupture behavior under external force. Conventional theories of dynamic force spectroscopy [1] rely on a quasistatic model of bond breaking that is well justified for current experimental setups, but fails to cover the high loading rates amenable to full-scale molecular dynamics simulations and, possibly, future high-speed force spectroscopy assays [2]. We extend these theories [3] to rapid force spectroscopy protocols by explicitly resolving the non-equilibrium internal bond dynamics. Our analytical predictions are exact for fast loading protocols and reduce to established quasistatic results in the limit of slow external loading. Their large range of applicability renders them an ideal companion to Bayesian methods of data analysis, yielding an accurate tool for analyzing and comparing force spectroscopy data from a wide range of experiments and simulations.

Figure 14.4: Analyzing numerically simulated force spectroscopy data. Using Brownian Dynamics simulations (data points), we have generated synthetic rupture force histograms for the two commonly used model binding potentials (a cusp-shaped, b linear-cubic) and over a wide range of external loading rates ($1 \sim 10^{11}$ pN/s). Whereas conventional quasi-static theories of force spectroscopy can only be applied up to a critical force level ($F \approx 80$ pN for our choice of parameters), our theory extends to arbitrarily high loading rates, using a single set of fit parameters for each of the two scenarios (solid lines).

14.8 Inelastic Mechanics of the Cytoskeleton and Cell Morphology

M. Kettner, K. Kroy, G. Zecua

The mechanical behavior of single animal cells is characterized by viscoelasticity. However, over long time scales, they can be described in analogy to a liquid drop, i.e., with an effective surface tension, mostly originated from the actin cortex underneath the plasma membrane. The surface tension minimizes the surface area.

There have been already attempts to explain the experimental finding with adherent cells on stiff substrates. Previous work predicts a constantly curved contour of the cell shape [1, 2]. These models describe the cell as a flat layer with a normal surface tension and a tangential line tension.

In contrast, we have developed a model which describes a sector of an adhered cell as a three-dimensional object, assuming that the cellular surface area becomes minimum while the pressure difference at the interface vanishes. In the spirit of the liquid analogy, one can show that the stable shape depends only on the geometry of the boundary conditions, given by cytoskeletal stress fibers, and not on the explicit value of the effective surface tension.

The minimal surface can be perturbed by small deviations of the pressure difference at the interface. In this way, it is possible to model observed active cellular expansion (or contraction) due to reinforcement processes of the actin network, or to changes in the osmotic pressure.
Figure 14.5: Left: Adhesion points and maximum cell height as fixed boundary conditions for the development of a minimal surface. The straight connections between the point of maximum cell height, \( P_3 \), and the adhesion points on the substrate, \( P_1 \) and \( P_2 \), can be interpreted as taut stress fibers that exhibit negligible bending. Right: Phase diagram of the cell contour with respect to the opening angle \( \beta_p \) for different sizes of the cellular adhesion complex.

Biological tissue is expected to show similar mechanical properties as adherent cells because the mechanics of both are predominantly governed by prestressed fibrous actin networks. Therefore, the tissue interface is also assumed to minimize its area and take a shape of zero mean curvature. This allows us to apply our cellular model to the process of tissue growth and compare it to experimental observations [3].


14.9 Self-propelled Swimmers

G. Falasco, K. Kroy, A. Würger*, G. Zecua

*Laboratoire Ondes et Matière d’Aquitaine, Université de Bordeaux, France

We study the self-thermophoresis of artificial nano-swimmers, such as Janus particles. These are partly coated silica or polystyrene beads with a metal layer. They have an asymmetric temperature profile over their surface when heated through absorption of laser light.

Previous work has described the flow field around single spherical thermophoretic Janus particles [1]. However, there remain open questions concerning the motion of less symmetric swimmers, such as chiral dumbbells. A detailed study of the flow fields around asymmetric particles is the first step towards understanding collective motion and observed swarming behavior of an ensemble of swimmers.

We use the common approximation which reduces description of the interaction at the border between the particle and the solvent down to an effective slip velocity
around the swimmer. Then, we make a perturbative ansatz to obtain the solution of the Stokes equation for a two-component swimmer. More specifically, we study a Janus particle coupled by a rigid rod to an inactive cargo bead, see Fig. 14.6. Based on the reflection method, we further improve the superposition approximation for the bulk field around single Janus particles. From this point of view, it is possible to write down the hydrodynamic interaction between the swimmer’s components as a contribution to the slip velocity of the whole vehicle.

**Figure 14.6:** Left: Flow field around two active Janus particles, as a simple superposition. Right: For the case of a cargo particle coupled to a Janus swimmer, we compute the phoretic velocity. The picture shows the results obtained from the simple superposition and the from the reflection method.

On the side of the collective motion, we study the polarization of particles under external or self-generated temperature gradients. The non-uniform thermal field induces an asymmetric slip velocity, which in turn forces the Janus particle to align its symmetry axis along the thermal gradient. In the case of a large number of Janus particles, we can bring together the orienting viscous stress and rotational diffusion by means of the Smoluchowski equation for distribution function. This allows us to solve for an effective drift velocity and average orientation [2].


### 14.10 Nematic Microstructure in Biopolymer Solutions

M. Lämmel, K. Kroy, E. Jaschinski *, R. Merkel *

*Forschungszentrum Jülich, Germany

Domains of aligned filaments play an important role in solutions of semiflexible biopolymers. Such local order may, even in an intermediate density regime below the isotropic–nematic phase transition, appear as a precursor of bundle formation or as a consequence of shear induced ordering upon sample preparation and has therefore an important impact on the packing structure of a polymeric material. In the concentration range considered here, the physics of a meshwork of semiflexible or stiff polymers is dominated by its tight entanglements [1] and, since each filament in the meshwork
cannot cut though any other, it is effectively confined to a tube-like cage formed by surrounding filaments, within which it undergoes Brownian motion. This picture, as illustrated in Fig. 14.7, motivates for the following mean-field approach of the complicated many body problem. Starting from the worm-like chain model for a single filament one accounts for the network effects by introducing the tube that we represent in our model through a harmonic confinement potential. Its strength, which corresponds to the size of the tube, is self-consistently determined via a binary collision approximation (BCA) as proposed by Morse [2]. A local version [4] of this theory that predicts spatial tube radius fluctuations fared very well in comparison with extensive experiments on F-actin solutions [3].

In our present work we study the impact of (local) nematic order on the networks' microstructure, especially on the tube size. Therefore we extend our theoretical description and compare its predictions to extensive hybrid Monte Carlo/Brownian dynamics (MC/BD) simulations and new experiments with F-actin performed by our collaborators from the group of R. Merkel. Our general observation is in agreement with the expected relation that more ordered networks correspond to wider tubes, since each filament has more space to fluctuate. Within the above sketched BCA calculation we account for nematic order in a straightforward way by introducing a non-uniform distribution for the angle between two colliding filaments. Inserting, for example, Onsager’s famous trail function [5] as orientational distribution, we calculate the mean tube size for any degree of nematic order, which results in the black curve shown in Fig. 14.7. The hybrid MC/BD simulations, kindly provided to us by D. Morse, are based on a Monte Carlo algorithm that samples the accessible phase space of the polymer solution by Brownian dynamics steps that account for the mutual impenetrability of colliding polymers. To impose order in these simulations, we aligned the filaments upon system initialization by a constant field (similar to a magnetic field for a ferromagnet), which is switched off before the MC run starts. In experiments it is much more subtle to control the degree of ordering. Here, our coworkers used two different setups: a relatively large micro-chamber, yielding more isotropic solutions, and a rather narrow micro-capillary, where shear alignment causes more pronounced nematic order. Since the ordering also depends on the actin concentration (whose direct influence on the tube size is scaled out in Fig. 14.7), these experiments allow for comparison between our theoretical prediction and the simulation results.

We also investigate the influence of the nematic order on the tube size distribution. Comparing its theoretical prediction with the experiments, we observe that accounting for polymer alignment results in better agreement. A systematic analysis will be part of the next steps of this project.

Figure 14.7: Left: Each polymer in the meshwork is effectively confined to a cage formed by its neighbor filaments. To first order, this cage can be represented as a homogeneous tube of size $R$. Right: The order dependence of the mean tube size $\bar{R}$ (rescaled by its isotropic value) as predicted by the self-consistently solved tube model compared to hybrid Monte Carlo/Brownian dynamics simulations (red squares) and experiments with F-actin solutions (blue dots). The order parameter $S = \frac{1}{2} \left\langle 3 \cos^2(\theta) - 1 \right\rangle$, where $\theta$ is the angle between two filaments (or filament segments), ranges from 0 for isotropic solutions to 1 for totally ordered systems.

14.11 Aeolian Sand Transport – Mesoscale Modeling

A. Meiwald, M. Lämmel, K. Kroy

Aeolian transport of sand is one of the most important geological processes on Earth and other rocky planets, creating a wide range of self-organized dynamic structures, like ripples or sand dunes. To understand the formation and evolution of those structures, it is thus necessary to investigate how granulates, like sand, are transported in turbulent flows. One knows, that the mass transport is most efficient, when the grains continuously jump downwind. The typical motion of those grains is called saltation. This highly erratic hopping process suggests a coarse-grained approach, where the (unknown) distribution of grain trajectories is represented by a single effective trajectory. This concept was successfully used in the past to explain the formation and dynamics of sand dunes [1]. However, such a drastic reduction lets slide all mesoscale properties of the transport mechanism, which are needed, for example, to describe sand ripples that have sizes comparable to the average hop length of the wind-blown grains. To improve the common picture in that sense, one can introduce a second transport mode, representing low-energetic reptating grains that are ejected by the saltating grains when impacting the sand bed [2]. As shown in our recent publication [3], an analytically treatable and numerically efficient description can be developed from this two-species approach, where the hopping grain population is represented by the given two types (e.g., see the video abstract accompanying our latest publication on http://youtu.be/YFqmb_fSPYI).

In Ref. [3], we already showed that our two-species model reliably reproduces sand flux measurements from various wind tunnel experiments. Now, we investigate in detail how the mesoscale-structure of aeolian sand transport can be analyzed within our formalism and compare its predictions with the outcome of other models and various experimental data. In particular, we address the wind strength dependence
of the mean grain speed, the mean hop length, and the mean transport layer height. We also make contact to the transient regime of the sand transport by proposing a refined expression for the so-called saturation length, i.e. the length needed for the transport to reach its steady state. For all these mesoscale observables we find good agreement between the two-species predictions and a number of wind tunnel and field observations.

Figure 14.8: The mean grain speed (left) and transport layer height (right) as obtained from the two-species model compared to various wind tunnel experiments. We also show the prediction of the single trajectory approach [4] and the outcome of the numerical Comsalt model [5].

14.12 Mutual Stabilization of Barchan Dunes

S. Auschra, M. Guthardt, M. Lämmel, K. Kroy

Crescent-shaped barchan dunes are among the most impressive structures observed in arid regions on Earth and Mars. Although they are isolated from nearby dunes by bedrock, models suggest that truly isolated barchans would be unstable with respect to their mass balance [1]. This indicates that some sort of interactions between the dunes in a dune field give rise to some size stabilization, resulting in the empirically observed uniform size distribution along the dune field [2, 3].

To uncover the underlying mechanism, we perform a mass stability analysis for a pair of consecutive dunes in a barchan field. Sand supplied from the horn of the windward dune to its downwind neighbor initiates a complex response of its shape and mass. Based on a dimensionally reduced description justified by a closely shape attractor, a one-dimensional fixed-point equation for the mass balance of the downwind dune is derived and is going to be analyzed for stable solutions in the future.

Figure 14.9: Sand exchange of two consecutive barchans. The downwind dune is fed by a homogeneous background sand flux $q_{\text{const}}$ and by sand escaping from the horns of its upwind neighbor $q_{\text{diff}}$.


14.13 Inelastic Mechanics of Cells and Cell Aggregates

M. Gralka, K. Kroy

Semiflexible polymer networks, cells and tissues exist on vastly different length scales. Yet, they exhibit astonishing similarities in terms of their mechanics, prompting us to search for some underlying fundamental mechanical principles that can account for this remarkable unification. We apply the inelastic glassy wormlike chain model (iGWLC) for semiflexible polymer networks to cells and cell aggregates for the first time. The model can be understood as a combination of slow glassy viscoelastic dynamics (modeled on the basis of the standard model of the semiflexible polymers, the wormlike chain) with reversible crosslinker dynamics.

We show, analyzing the cell deformation response to strong force pulses, that the residual deformation persisting far beyond the pulse duration can be understood as a consequence of polymer slip in the cytoskeleton: while the viscoelastic deformation relaxes quickly, the inelastic part of the deformation decays very slowly such that the deformation may experimentally appear plastic, i.e. irreversible. Polymer slip is in the model associated with the breaking of transient crosslinks between polymers, described by a first-order rate equation with force-dependent rates.

This approach is validated by the realization that successive pulses are less and less effective at breaking bonds. Experiments on the time-dependence of the inelastic deformation unveiled quantitative limitations of this simplistic picture, which we could overcome by introducing a distribution of barrier heights in the bond description.

An important finding is that the Arrhenius parameters in the GWLC and in the description of the bonds should be treated as disparate quantities if the model is
applied to living cells at room temperature. Building on this insight, we were able to rationalize the power-law stress-relaxation in tissues as well as the stiffening of cells in response to an increasing oscillatory strain that was formerly believed to rely on active processes, entirely in terms of a passive inelastic mechanical model.

In summary, our findings demonstrate once more that the notion of semiflexible polymer networks, cells and tissues as viscoelastic materials is only valid under very special circumstances. For large deformations, the inelastic nature of biological materials becomes apparent. The iGWLC is well-equipped to describe a large body of experimental data, and, to our knowledge, is currently the only model that can account for power-law rheology, stiffening and softening in an semi-analytically tractable way[1]. Its generality makes the iGWLC a powerful tool to investigate and understand the unifying mechanical characteristics of biological matter.


14.14 Stochastic Dynamics of a Hot Brownian Particle

G. Falasco, M.V. Gnann, D. Rings *, K. Kroy

*Department of Physics and Astronomy, University of Leeds, Leeds, UK

Hot Brownian motion designates the diffusion of a colloidal particle kept at higher temperature than the solvent. Besides its relevance for applications involving laser heated nano-objects, such as photothermal spectroscopy and self-thermophoretic swimmers, it is also of significant theoretical interest. Indeed, since the solvent is characterized by an inhomogeneous temperature, the hot particle can be thought as a typical example of system in contact with a non-equilibrium bath.

Starting from the fluctuating hydrodynamic equations describing the coupled motion of solvent and particle, we derive generalized Langevin equations for the translation and rotation of the particle only [1]. Remarkably, a frequency dependent noise temperature which describes the energy spectrum of the thermal fluctuations replaces the constant temperature of an isothermal bath. Its appearance in the theory is due to the dynamical coupling between the temperature gradient in the fluid and the hydrodynamic modes exited by the particle itself.

From this central quantity all the statistical properties of the hot particle dynamics can be inferred. In particular, for the stationary state we retrieve the former results obtained by extensive molecular dynamics simulations [2, 3], consisting in Boltzmann distributions of the particle degrees of freedom, each of which appears to be thermalized at a different effective temperature [3]. Time dependent aspects, like the extension of linear response theory and fluctuation relations, are the subject of the ongoing research.
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Theory of Elementary Particles

15.1 Introduction

Our group is interested in the properties of matter at very high energies (small scales) or under other extreme conditions, covering a broad variety of research topics ranging from the study of elementary particles and their properties to the study of quantized matter fields in the presence of strong gravitational fields. The underlying theme of our research and teaching activity is the theory of such quantized fields in its various manifestations, and applications, including:

1. Quantum fields on discrete spacetimes (lattices) and their numerical and theoretical study
2. Quantum fields on curved spacetimes
3. Applications of ideas from integrable systems to the study of quantum gauge theories

Quantum field theories on lattices are natural discretized counterparts of continuum models that describe elementary particles in quantum field theoretic models such as the standard model of particle physics. They were introduced in order to investigate certain non-perturbative features of these models in a controlled approximation that are inaccessible by other means, such as perturbation theory. A substantial fraction of the current work being done in this area are numerical simulations and the development of new theoretical methods leading to improved numerical schemes. Quantum gauge theories such as the standard model can also be treated as continuum field theories, and can thereby be studied using perturbative methods. The task of finding improved ways of handling perturbative calculations is an important aspect of quantum field theory and is actively pursued in our group. Quantum field theory in curved spacetime (QFTCS) is the theory of quantum fields propagating in a background, classical, curved spacetime. On account of its classical treatment of the metric, QFTCS cannot be a fundamental theory of nature. However, QFTCS is expected to provide an accurate description of quantum phenomena in a regime where the effects of curved spacetime may be significant, but effects of quantum gravity itself may be neglected. In particular, it is expected that QFTCS should be applicable to the description of quantum phenomena occurring in the early universe and near (and inside of) black holes, provided
that one does not attempt to describe phenomena occurring so near to singularities
that curvatures reach Planckian scales and the quantum nature of the spacetime metric
would have to be taken into account. Quantum field theory in curved spacetimes has
provided important physical insights into the quantum nature of black holes, indicating
that they should, if left alone, gradually evaporate due to the emission of quanta
whose energies are distributed thermally at the famous Hawking temperature. More
information may be found on the group’s webpages, www.uni-leipzig.de/

Figure 15.1: The Hawking Effect

Stefan Hollands

15.2 Computation of the invariants of the Gell-Mann–Low cocycle

M. Dütsch, S. Hollands

Under a simultaneous scaling of the coordinates $x \rightarrow \rho x$ ($\rho > 0$ arbitrary) and the
masses $m \rightarrow m/\rho$ a classical field theory is invariant. But the corresponding quantum
field theory (QFT) is changed. This change can equivalently be expressed by a finite
renormalization $Z_\rho$ of the interaction $L: L \rightarrow Z_\rho(L)$. In the framework of causal perturba-
tion theory [3] (which we will use), this statement is due to the 'Main Theorem' of Stora
and Popineau, which was refined in [1, 2, 4]. The map $Z_\rho$ is the natural way to introduce
the Gell-Mann–Low renormalization group and the concepts of running masses and
running coupling constants in the mentioned framework. Actually the 1-parameter
family $\{Z_\rho | \rho > 0\}$ is in general a cocycle, only for massless fields it is a group [1].

Using structural results, the computation of $Z_\rho$ amounts to computing certain coef-
ficients. Some of these numbers depend on the renormalization prescription used to
construct the considered QFT-model. In most (possibly in all?) cases the conventions
can be chosen such that these coefficients vanish. But there remain some coefficients
which are independent of any convention – we call them “invariants”. In [5] it was observed that some of these invariants can be computed by a surface integral of the unrenormalized distributions, which are known by the Feynman rules. We want to generalize this result to all invariants. For this purpose, a main first step is to find a clear and simple identification of all invariants. To do this it seems to be helpful to take the renormalization group equation into account.


15.3 Operator product expansions in quantum field theory

S. Hollands, J. Holland

All quantum field theories with well-behaved ultra violet behavior are believed to have an operator product expansion (OPE). This means that the product of any two local fields located at nearby points \( x \) and \( y \) in spacetime can be expanded in the form

\[
O_A(x)O_B(y) \sim \sum_C C_{AC}^B(x - y)O_C(y),
\]

where \( A, B, C \) are labels for the various local fields in the given theory (incorporating also their tensor character/spin), and where \( C_{AC}^B \) are certain numerical coefficient functions – or rather distributions – that depend on the theory under consideration, the coupling constants, etc. The sign “\( \sim \)” indicates that this can be understood as an asymptotic expansion: If the sum on the right side is carried out to a sufficiently large but finite order, then the remainder goes to zero fast as \( x \to y \) in the sense of operator insertions into a quantum state, or into a correlation function. The operator product expansion is on the one hand an important tool for calculations in asymptotically free quantum field theories (such as Quantum Chromo Dynamics, QCD). However, it is also a very important theoretical structure. One would like to understand better the following questions:

1. In what precise sense, if any, is the expansion actually convergent (rather than only asymptotic)?

2. If one considers products of three or more operators, one can perform the expansion in different orders. Is there some sort of “associativity law,” and if so, what is its precise nature?
3. The coefficients, $C_{AB}$, are normally calculated by perturbative techniques relying on other auxiliary objects. Is there a direct way to calculate these recursively order-by-order in a small coupling expansion around those for a conformal fixed point (e.g., free field theory), and if so, what are the recursion formulas?

4. Does an expansion of this sort hold on curved spacetimes? Might the OPE be an appropriate replacement for concepts such as S-matrices or path integrals in order to actually define quantum field theories in curved spacetime?

This is a longer term research project. The following papers report on progress concerning some of these important questions:


15.4 Yangian Symmetry and scattering in gauge field theories

R. Kirschner, D. Chicherin, S. Derkachov

Integrable quantum systems are applied successfully to the study of the high-energy asymptotics and of the renormalization of composite operators in gauge theories.

These applications stimulated the development of the methods of integrable quantum systems. In the calculation of scattering amplitudes in maximally extended supersymmetric Yang Mills theory two superconformal symmetries have been discovered [1] which fit into the framework of Yangian symmetry [2].

We have proposed a convenient formulation of this symmetry relying on the Quantum Inverse Scattering Method. The symmetry condition on the functions expressing the scattering amplitudes is formulated as an eigenvalue relation with the monodromy operator of a generalised Heisenberg spin chain.

A number of relations previously observed in the calculation of amplitudes can be derived directly from this symmetry condition. We have developed efficient methods for solving of the symmetry condition [3, 4].

15.5 Applications of numerical stochastic perturbation theory to lattice QCD

H. Perlt, A. Schiller

In collaboration with authors from different locations we have continued our research program using numerical stochastic perturbation theory (NSPT).

It is well known that lattice perturbation theory (LPT) is much more involved compared to its continuum QCD counterpart. The complexity of diagrammatic approaches increases rapidly beyond the one-loop approximation. By now only a limited number of results up to two-loop accuracy have been obtained.

Applying the standard Langevin dynamics [1, 2] to the problem of weak coupling expansions for lattice QCD, a powerful numerical approach for higher loop calculations – called numerical stochastic perturbation theory (NSPT) – has been proposed in [3].

With colleagues from the QCDSF collaboration we have calculated Wilson loops of various sizes up to 20 loops in SU(3) pure lattice gauge theory at different lattice sizes for Wilson gauge action using the technique of numerical stochastic perturbation theory [4]. This allowed us to investigate the perturbative series for various Wilson loops at high loop orders.

As a new application we have calculated [5] the SU(3) beta function from Wilson loops to 20th order numerical stochastic perturbation theory. An attempt has been made to include massless fermions, whose contribution is known analytically to 4th order. The question whether the theory admits an infrared stable fixed point is addressed.

The subtraction of hypercubic lattice corrections, calculated at one-loop order in LPT, is common practice, e.g., for determinations of renormalization constants in lattice hadron physics (see the next project). Together with colleagues from Regensburg and Dubna we started [6] a first check whether NSPT can be used to subtract hypercubic lattice corrections and provide (in a parametrization valid for arbitrary lattice couplings) the lattice corrections up to three-loop order for the SU(3) gluon and ghost propagators in Landau gauge. These propagators are ideal candidates for such a check, as they are available from lattice simulations to high precision and can be combined to a renormalization group invariant product (Minimal MOM coupling) for which a one-loop LPT correction was found to be insufficient to remove the bulk of the hypercubic lattice artifacts from the data.

15.6 Perturbatively improving regularization-invariant momentum scheme renormalization constants

H. Perlt, A. Schiller

Renormalization factors in lattice Quantum Chromodynamics (QCD) relate observables computed on finite lattices to their continuum counterparts in specific renormalization schemes. Therefore, their determination should be as precise as possible in order to allow for a reliable comparison with experimental results. One approach is based on lattice perturbation theory [1]. However, it suffers from its intrinsic complexity, slow convergence and the impossibility to handle mixing with lower-dimensional operators. Therefore, nonperturbative methods have been developed and applied. Among them the so-called regularization-invariant momentum (RI-MOM) scheme [2] is widely used because of its simple implementation.

Like (almost) all quantities evaluated in lattice QCD also renormalization factors suffer from discretization effects. One can attempt to cope with these lattice artifacts by extrapolating the nonperturbative scale dependence to the continuum (see Ref. [3]) or one can try to suppress them by a subtraction procedure based on perturbation theory. Here we were dealing with the latter approach.

In a recent paper of the QCDSF/UKQCD collaboration [4] a comprehensive discussion and comparison of perturbative and nonperturbative renormalization have been given. Particular emphasis was placed on the perturbative subtraction of the unavoidable lattice artifacts. For the simplest operators and lattice actions this can be done with reasonable effort in one-loop order completely by computing the corresponding diagrams for finite lattice spacing numerically. An alternative approach can be based on the subtraction of one-loop terms of order $a^2$ with $a$ being the lattice spacing. The computation of those terms has been developed by the Cyprus group [6] and applied to various operators for different actions.

In collaboration with colleagues from QCDSF and Cyprus university we have used in this work [7] some of those results for the analysis of lattice Monte Carlo data of the QCDSF collaboration to determine as precisely as possible the renormalization constants in the so-called renormalization group invariant (RGI) scheme $Z_{\text{RGI}}$.

Ideally, $Z_{\text{RGI}}$ depends only on the bare lattice coupling, but not on the momentum $p$. Computed on a lattice, however, it suffers from lattice artifacts, e.g., it contains contributions proportional to $a^2p^2$, $(a^2p^2)^2$ etc. For a precise determination it is essential to have these discretization errors under control.
We have studied the flavor-nonsinglet quark-antiquark operators given in Table 15.1. The corresponding renormalization factors $Z^{RI-MOM}$ have been measured (and chirally extrapolated) at $\beta = 5.20, 5.25, 5.29$ and 5.40 using $N_f = 2$ clover improved Wilson fermions with plaquette gauge action by the QCDSF/UKQCD collaboration [4].

The found final renormalization factors in the RGI scheme for the newly proposed subtraction technique of lattice artifacts are collected in Table 15.2 using the preferred

| Op. | $Z^{RGI}|_{\beta=5.20}$ | $Z^{RGI}|_{\beta=5.25}$ | $Z^{RGI}|_{\beta=5.29}$ | $Z^{RGI}|_{\beta=5.40}$ |
|------|-------------------------|-------------------------|-------------------------|-------------------------|
| $O^S$ | 0.4530 (34)             | 0.4475 (33)             | 0.4451 (32)             | 0.4414 (30)             |
| $O^V$ | 0.7163 (26)             | 0.7253 (26)             | 0.7308 (25)             | 0.7451 (24)             |
| $O^A$ | 0.7460 (41)             | 0.7543 (40)             | 0.7590 (39)             | 0.7731 (37)             |
| $O^T$ | 0.8906 (43)             | 0.9036 (42)             | 0.9108 (41)             | 0.9319 (39)             |
| $O^{2a}$ | 1.4914 (55)         | 1.5131 (55)             | 1.5266 (54)             | 1.5660 (53)             |
| $O^{2b}$ | 1.5061 (37)         | 1.5218 (37)             | 1.5329 (36)             | 1.5534 (35)             |

Table 15.2: Final $Z^{RGI}$ values for $N_f = 2$ clover improved Wilson fermions at different lattice gauge couplings $\beta$.

QCDSF collaboration value $r_0 \Lambda_{\overline{MS}} = 0.700$ on which the transformation from the measured $Z^{RI-MOM}$ to $Z^{RGI}$ depends (with Sommer scale $r_0$), for details see the paper [7].
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